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#### Abstract

In this paper, we study the functional equation $f(x y)+f\left(x y^{-1}\right)=$ $2 f(x)+2 f(y)$, where $f$ maps a group into an abelian group. Using the relationship between its Cauchy kernel and solutions of Jensen's functional equation, we deduce many basic reduction formulas and relations, and use them to obtain its general solution on free groups. We solve it on more specific groups including free abelian groups and the general linear groups $G L_{n}(\mathbb{Z})$.


## 1. Introduction

Let $(G, \cdot)$ be a group, $(H,+)$ an abelian group, and $f: G \rightarrow H$ a mapping. Consider the following functional equation

$$
\begin{equation*}
f(x y)+f\left(x y^{-1}\right)=2 f(x)+2 f(y), \quad \forall x, y \in G \tag{Q}
\end{equation*}
$$

Equation (Q) is known as the quadratic functional equation [8]. Any mapping $f$ satisfying equation ( Q ) is called a quadratic form. When $G$ is a normed linear space, the parallelogram law

$$
\|x+y\|^{2}+\|x-y\|^{2}=2\|x\|^{2}+2\|y\|^{2}, \quad \forall x, y \in G
$$

which gives a basic algebraic condition that makes a normed linear space an inner product space, is of the form equation (Q); see [1], [2], and [5]. For

[^0]equation (Q), the authors of [4] and [9] study some relations between bimorphisms and quadratic forms. Under the assumptions $G$ is a 2 -divisible group, $H$ is a field of characteristic different from 2, and $f: G \rightarrow H$ satisfies the subsidiary condition, i.e., $f(x y z)=f(x z y)$ for all $x, y, z \in G$, reference [7] gives some functional equations equivalent to equation (Q), and proves that $f(x)=S(x, x), \forall x \in G$, where $S: G \times G \rightarrow H$ is a symmetric bimorphism.

To study equation (Q), we first make a simple observation. Let $e \in G$ and $0 \in H$ be the identity elements. Suppose that $f$ is a solution of equation (Q). Letting $x=y=e$ in equation (Q) we get

$$
2 f(e)=0 .
$$

It is easy to check that

$$
\tilde{f}(x)=f(x)-f(e)
$$

is also a solution of equation $(\mathrm{Q})$, and it satisfies the normalization condition $\tilde{f}(e)=0$. Therefore, every solution $f: G \rightarrow H$ is of the form

$$
f=\tilde{f}+c,
$$

where $\tilde{f}$ is a solution which is normalized and $c \in H$ is a constant satisfying $2 c=0$. In our paper, without loss of generality, we are concerned about equation (Q) along with the normalization condition, i.e.,

$$
\begin{equation*}
f(x y)+f\left(x y^{-1}\right)=2 f(x)+2 f(y), \quad \forall x, y \in G, \quad \text { with } f(e)=0 . \tag{1}
\end{equation*}
$$

The aim of this paper is to give the general solution of equation (1) on free groups. Since any group is isomorphic to a factor group of a free group, we can obtain the general solution of equation (1) on a large variety of group by means of pullbacks and factorizations. Using this procedure, we illustrate how it leads to solutions on more specific groups including free abelian groups and the general linear groups $G L_{n}(\mathbb{Z})$. A result due to Kurepa [9, Remark 2] is also extended by removing the 2 torsion-free condition on $H$.

## 2. Preparation

To each map $f: G \rightarrow H$, as in [10]-[12], define its Cauchy kernel $A: G \times G \rightarrow H$

$$
\begin{equation*}
A(x, y):=f(x y)-f(x)-f(y), \quad \forall x, y \in G, \tag{2}
\end{equation*}
$$

and $B$ by

$$
\begin{equation*}
B\left(x_{1}, \ldots, x_{\ell}\right):=f\left(x_{1} \ldots x_{\ell}\right)-\sum_{i=1}^{\ell} f\left(x_{i}\right)-\sum_{1 \leq i<j \leq \ell} A\left(x_{i}, x_{j}\right), \tag{3}
\end{equation*}
$$

over all sequences $x_{1}, \ldots, x_{\ell}$ in $G$ and $\ell \geq 1$.
Theorem 2.1. Suppose that $f: G \rightarrow H$ is a solution of equation (1) and that $A: G \times G \rightarrow H$ and $B$ are defined by (2) and (3), respectively. Then for all $x, y, z, x_{i}, u, v \in G, \ell \geq 1, m_{i}, n \in \mathbb{Z}, i=1, \ldots, \ell$, the following holds.

$$
\begin{align*}
& f\left(x^{-1}\right)=f(x),  \tag{4}\\
& f(x y)=f(y x),  \tag{5}\\
& A(x, y)=A(y, x),  \tag{6}\\
& A(e, u)=0,  \tag{7}\\
& A(x y, u)+A\left(x y^{-1}, u\right)=2 A(x, u),  \tag{8}\\
& A\left(x^{-1}, y\right)=-A(x, y),  \tag{9}\\
& A\left(x y^{n} z, u\right)=n A(x y z, u)-(n-1) A(x z, u),  \tag{10}\\
& A(x y z, u)+A(y x z, u)=2 A(x z, u)+2 A(y z, u)-2 A(z, u),  \tag{11}\\
& A(x y z, u)+A(x z y, u)=2 A(x y, u)+2 A(x z, u)-2 A(x, u),  \tag{12}\\
& f\left(y^{n}\right)=n^{2} f(y),  \tag{13}\\
& f\left(x y^{n} z\right)=n f(x y z)-(n-1) f(x z)+n(n-1) f(y),  \tag{14}\\
& A(x, x)=2 f(x), \tag{15}
\end{align*}
$$

$2 B(\cdot, u, v), 2 B(u, \cdot, v)$ and $2 B(u, v, \cdot): G \rightarrow H$ are homomorphisms, (16)

$$
\begin{gather*}
f(x u v y)=f(x v u y)+2 B(u, v, y x),  \tag{17}\\
B\left(x_{1}\right)=B\left(x_{1}, x_{2}\right)=0,  \tag{18}\\
B(e, x, y)=B(x, e, y)=B(x, y, e)=0,  \tag{19}\\
B(x, y, y)=B(y, x, y)=B(y, y, x)=0,  \tag{20}\\
B\left(x^{-1}, y, z\right)=B\left(x, y^{-1}, z\right)=B\left(x, y, z^{-1}\right)=-B(x, y, z),  \tag{21}\\
\left\{\begin{array}{l}
B(x, y, z)+B(x, z, y)=0, \\
B(x, y, z)+B(z, y, x)=0, \\
B(x, y, z)+B(y, x, z)=0,
\end{array}\right.  \tag{22}\\
B\left(x_{1}, \ldots, x_{\ell+1}\right)=B\left(x_{1}, \ldots, x_{\ell}\right)+A\left(x_{1} \ldots x_{\ell}, x_{\ell+1}\right)-\sum_{i=1}^{\ell} A\left(x_{i}, x_{\ell+1}\right), \tag{23}
\end{gather*}
$$

where $\pi$ is the natural homomorphism from $G$ onto $G / G^{2}$ and the quotient group which is abelian and is of exponent at most 2.

Proof. Let $x=e$ in equation (1). Noting that $f(e)=0$, we have (4). Switching $x$ and $y$, we get

$$
f(x y)+f\left(x y^{-1}\right)=2 f(x)+2 f(y)=f(y x)+f\left(y x^{-1}\right) .
$$

By (4), $f\left(x y^{-1}\right)=f\left(y x^{-1}\right)$ and so we get (5). Relation (5) implies (6):

$$
A(x, y) \stackrel{(2)}{=} f(x y)-f(x)-f(y) \stackrel{(5)}{=} f(y x)-f(x)-f(y)=A(y, x) ;
$$

i.e., $A(x, y)$ is symmetric.

Clearly,

$$
A(e, u)=f(e u)-f(u)-f(e)=0
$$

and we get (7). We get (8) by the following direct computation

$$
\begin{aligned}
& A(x y, u)+A\left(x y^{-1}, u\right) \\
& \quad=(f(x y u)-f(x y)-f(u))+\left(f\left(x y^{-1} u\right)-f\left(x y^{-1}\right)-f(u)\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\left(f(x y u)+f\left(x y^{-1} u\right)\right)-\left(f(x y)+f\left(x y^{-1}\right)\right)-2 f(u) \\
& =\left(f(u x y)+f\left(u x y^{-1}\right)-2 f(x)-2 f(y)-2 f(u)(\text { by }(5))\right. \\
& =2 f(u x)+2 f(y)-2 f(x)-2 f(y)-2 f(u) \\
& =2 f(x u)-2 f(x)-2 f(u)(\text { by }(5)) \\
& =2 A(x, u)
\end{aligned}
$$

In the following, for convenience, denote by $S(G, H)$ the set of all solutions to Jensen's functional equation

$$
\begin{equation*}
F(x y)+F\left(x y^{-1}\right)=2 F(x), \quad \forall x, y \in G \tag{24}
\end{equation*}
$$

with the normalization condition $F(e)=0$. Clearly, $S(G, H)$ is an abelian group. Relations (7) and (8) show that $A(\cdot, u)$ is in $S(G, H)$ for any given $u \in G$. So we can use the results in [10] and [11] and get (9)-(12).

Clearly, relation (13) is trivial for $n=0,1$. Suppose that it is true for $n \leq k(k \geq 1)$. Then

$$
\begin{aligned}
f\left(y^{k+1}\right) & =-f\left(y^{k-1}\right)+2 f\left(y^{k}\right)+2 f(y) \\
& =\left(-(k-1)^{2}+2 k^{2}+2\right) f(y)=(k+1)^{2} f(y)
\end{aligned}
$$

By induction, this proves (13) is true for any non-negative integer $n$. By (4), it is true for all $n \in \mathbb{Z}$. Since

$$
\begin{aligned}
f\left(x y^{n} z\right) & =f\left(z x y^{n}\right)(\text { by }(5)) \\
& =f(z x)+f\left(y^{n}\right)+A\left(z x, y^{n}\right) \\
& =f(z x)+n^{2} f(y)+n A(z x, y) \quad(\text { by }(13) \&(10)) \\
& =n f(x y z)-(n-1) f(x z)+n(n-1) f(y) \quad(\text { by }(5))
\end{aligned}
$$

we have proved (14).
We use (13) to get

$$
A(x, x)=f\left(x^{2}\right)-2 f(x)=2^{2} f(x)-2 f(x)=2 f(x)
$$

which proves (15). To derive (16), first observe that

$$
\begin{aligned}
B(x, y, z) & =f(x y z)-f(x)-f(y)-f(z)-A(x, y)-A(x, z)-A(y, z) \\
& =f(x y z)-f(x)-(A(y, z)+f(y)+f(z))-A(x, y)-A(x, z)
\end{aligned}
$$

$$
\begin{align*}
& =f(x y z)-f(x)-f(y z)-A(x, y)-A(x, z) \\
& =A(x, y z)-A(x, y)-A(x, z) \tag{25}
\end{align*}
$$

Similarly, we can check

$$
\begin{equation*}
B(x, y, z)=A(x y, z)-A(x, z)-A(y, z) \tag{26}
\end{equation*}
$$

It follows from (26) (resp. (25)) that $B(\cdot, \cdot, u)($ resp. $B(u, \cdot, \cdot)): G \times G \rightarrow H$ is the Cauchy kernel of $A(\cdot, u)$ (resp. $A(u, \cdot)): G \rightarrow H$ for any given $u \in G$. Thus, from relations (6)-(8) and (2.10) in [10], we get (16). We have (17) since

$$
\begin{aligned}
f(x u v y)-f(x v u y) & =f(u v y x)-f(v u y x)(\text { by }(5)) \\
& =(A(u v, y x)+f(u v)+f(y x)) \\
& -(A(v u, y x)+f(v u)+f(y x)) \\
& =A(u v, y x)-A(v u, y x)(\text { by }(5)) \\
& =2 B(u, v, y x)
\end{aligned}
$$

where the last equality comes from (26) and (2.11) in [10]. The usual convention $\sum_{\emptyset}=0$ implies (18) by (2) and (3). Thus, by (25), (7), (10), (9), (6), and (11) (or (12), letting $z=e$ ), we get

$$
\begin{align*}
& B(e, x, y)=A(e, x y)-A(e, x)-A(e, y)=0,  \tag{27}\\
& B(x, y, y)=A\left(x, y^{2}\right)-2 A(x, y)=0,  \tag{28}\\
& B\left(x^{-1}, y, z\right)=A\left(x^{-1}, y z\right)-A\left(x^{-1}, y\right)-A\left(x^{-1}, z\right)=-B(x, y, z),  \tag{29}\\
& B(x, y, z)+B(x, z, y)=A(x, y z)+A(x, z y) \\
& \quad-2(A(x, y)+A(x, z))=0 \tag{30}
\end{align*}
$$

This shows the first equality hold in (19)-(22) respectively. By (26)-(30), it is easy to check the rest in (19)-(22) are true.

To show (23), it suffices to note that

$$
B\left(x_{1}, \ldots, x_{\ell+1}\right)=f\left(x_{1} \ldots x_{\ell+1}\right)-\sum_{i=1}^{\ell} f\left(x_{i}\right)-f\left(x_{\ell+1}\right)
$$

$$
\begin{aligned}
& -\sum_{1 \leq i<j \leq \ell} A\left(x_{i}, x_{j}\right)-\sum_{i=1}^{\ell} A\left(x_{i}, x_{\ell+1}\right) \\
= & f\left(x_{1} \ldots x_{\ell}\right)+f\left(x_{\ell+1}\right)+A\left(x_{1} \ldots x_{\ell}, x_{\ell+1}\right)-\sum_{i=1}^{\ell} f\left(x_{i}\right) \\
& -f\left(x_{\ell+1}\right)-\sum_{1 \leq i<j \leq \ell} A\left(x_{i}, x_{j}\right)-\sum_{i=1}^{\ell} A\left(x_{i}, x_{\ell+1}\right) \\
= & B\left(x_{1}, \ldots, x_{\ell}\right)+A\left(x_{1} \ldots x_{\ell}, x_{\ell+1}\right)-\sum_{i=1}^{\ell} A\left(x_{i}, x_{\ell+1}\right) .
\end{aligned}
$$

This completes the proof of Theorem 2.1.
Corollary 2.2. Suppose that $f: G \rightarrow H$ is a solution of equation (1). Then

$$
\begin{gather*}
f\left(x^{m_{1}} y^{n_{1}} \ldots x^{m_{\ell}} y^{n_{\ell}}\right)=\left(\sum_{i=1}^{\ell} m_{i}\right)^{2} f(x)+\left(\sum_{i=1}^{\ell} n_{i}\right)^{2} f(y)  \tag{31}\\
+\left(\sum_{i=1}^{\ell} m_{i}\right)\left(\sum_{i=1}^{\ell} n_{i}\right)(f(x y)-f(x)-f(y))
\end{gather*}
$$

holds for all $x, y \in G, \ell \geq 1, m_{i}, n_{i} \in \mathbb{Z}, i=1, \ldots, \ell$.
Proof. It follows from (10) and (13) that

$$
\begin{aligned}
f\left(x^{m_{1}} y^{n_{1}}\right) & =f\left(x^{m_{1}}\right)+f\left(y^{n_{1}}\right)+A\left(x^{m_{1}}, y^{n_{1}}\right) \\
& =m_{1}^{2} f(x)+n_{1}^{2} f(y)+m_{1} n_{1}(f(x y)-f(x)-f(y))
\end{aligned}
$$

This shows (31) holds for $\ell=1$. Suppose it holds for $\ell=k, k \geq 1$. Then from (25), (26) and (2.6) in [10], we obtain

$$
\begin{aligned}
& f\left(x^{m_{1}} y^{n_{1}} \ldots x^{m_{k}} y^{n_{k}} x^{m_{k+1}} y^{n_{k+1}}\right)=f\left(x^{m_{1}} y^{n_{1}} \ldots x^{m_{k}+m_{k+1}} y^{n_{k}+n_{k+1}}\right) \\
& \quad+2 B\left(y^{n_{k}}, x^{m_{k+1}}, y^{n_{k+1}} x^{m_{1}} y^{n_{1}} \ldots y^{n_{k-1}} x^{m_{k}}\right) \quad(\text { by }(18)) \\
& =f\left(x^{m_{1}} y^{n_{1}} \ldots x^{m_{k}+m_{k+1}} y^{n_{k}+n_{k+1}}\right)+2 \sum_{i=1}^{k} B\left(y^{n_{k}}, x^{m_{k+1}}, x^{m_{i}}\right)
\end{aligned}
$$

$$
\begin{aligned}
& +2 \sum_{i=1}^{k-1} B\left(y^{n_{k}}, x^{m_{k+1}}, y^{n_{i}}\right)+2 B\left(y^{n_{k}}, x^{m_{k+1}}, y^{n_{k+1}}\right) \quad(\text { by }(16)) \\
= & f\left(x^{m_{1}} y^{n_{1}} \cdots x^{m_{k}+m_{k+1}} y^{n_{k}+n_{k+1}}\right)+2 \sum_{i=1}^{k} n_{k} m_{k+1} m_{i} B(y, x, x) \\
& +2 \sum_{i=1}^{k-1} n_{k} m_{k+1} n_{i} B(y, x, y)+2 n_{k} m_{k+1} n_{k+1} B(y, x, y) \\
= & f\left(x^{m_{1}} y^{n_{1}} \ldots x^{m_{k}+m_{k+1}} y^{n_{k}+n_{k+1}}\right) \quad(\text { by }(20)),
\end{aligned}
$$

which concludes the proof of (31) by induction.
The following extends a result due to Kurepa [9, Remark 2] by removing the 2 torsion-free condition on $H$.

Corollary 2.3. Let $f: G \rightarrow H$ be a solution of equation (1). Then $f$ vanishes on the commutator subgroup $[G, G]$ of $G$, i.e., $f([G, G])=\{0\}$. In particular, if $G=[G, G]$ then equation (1) has only the trivial solution $f \equiv 0$.

Proof. Put $m_{1}=n_{1}=1$ and $m_{2}=n_{2}=-1$ in (31) to get $f\left(x y x^{-1} y^{-1}\right)=0$ for all $x, y \in G$. Let $x_{i}:=u_{i}^{-\epsilon_{i}} v_{i}^{-\epsilon_{i}} u_{i}^{\epsilon_{i}} v_{i}^{\epsilon_{i}}$ with $u_{i}, v_{i} \in G$ and $\epsilon_{i}:= \pm 1, i=1,2, \ldots, k$. From (16), (17), and (20), we obtain

$$
\begin{aligned}
& f\left(x_{1}^{\epsilon_{1}} x_{2}^{\epsilon_{2}} \ldots x_{k}^{\epsilon_{k}}\right)=f\left(x_{1}^{\epsilon_{1}} x_{2}^{\epsilon_{2}} \ldots x_{k-1}^{\epsilon_{k-1}} u_{k}^{-\epsilon_{k}} v_{k}^{-\epsilon_{k}} u_{k}^{\epsilon_{k}} v_{k}^{\epsilon_{k}}\right) \\
& \quad=f\left(x_{1}^{\epsilon_{1}} x_{2}^{\epsilon_{2}} \ldots x_{k-1}^{\epsilon_{k-1}}\right)+2 B\left(u_{k}^{-\epsilon_{k}}, v_{k}^{-\epsilon_{k}}, x_{1}^{\epsilon_{1}} x_{2}^{\epsilon_{2}} \ldots x_{k-1}^{\epsilon_{k-1}} u_{k}^{-\epsilon_{k}} v_{k}^{-\epsilon_{k}}\right) \\
& \quad=f\left(x_{1}^{\epsilon_{1}} x_{2}^{\epsilon_{2}} \ldots x_{k-1}^{\epsilon_{k-1}}\right),
\end{aligned}
$$

which ends our proof by simple induction.
Note that Higman's group (see [3])

$$
\begin{aligned}
& G=\left\langle a_{1}, a_{2}, a_{3}, a_{4} ;\right. \\
& \left.\quad a_{1}^{-1} a_{2} a_{1}=a_{2}^{2}, a_{2}^{-1} a_{3} a_{2}=a_{3}^{2}, a_{3}^{-1} a_{4} a_{3}=a_{4}^{2} ; a_{4}^{-1} a_{1} a_{4}=a_{1}^{2}\right\rangle
\end{aligned}
$$

is such an example satisfying $G=[G, G]$.
Remark 2.4. 1) Relation (6) shows that $A: G \times G \rightarrow H$ is symmetric. We need only give the properties of $A(\cdot, u): G \rightarrow H$, where $u \in G$ is
arbitrarily given, because $A(u, \cdot): G \rightarrow H$ has similar properties by the symmetry of $A$.
2) Using a similar argument, we can see that $\Psi_{k}: G \rightarrow H$ is also in $S(G, H)$ where
$\Psi_{k}(x):=B\left(u_{1}, \ldots, u_{k-1}, x, u_{k+1}, \ldots, u_{\ell}\right)-B\left(u_{1}, \ldots, u_{k-1}, e, u_{k+1}, \ldots, u_{\ell}\right)$
for any given $k=1, \ldots, \ell, u_{i} \in G$. Thus we can apply all the results in [10] and [11] to $\Psi_{k}$ and get the corresponding relations for $\ell \geq 3$.

## 3. The general solution on free groups

Let $\langle\mathcal{A}\rangle$ denote the free group generated by $\mathcal{A}$. When $|\mathcal{A}|=1,\langle\mathcal{A}\rangle$ is cyclic. By (13), $f\left(a^{n}\right)=n^{2} f(a), \forall n \in \mathbb{Z}$ and $a \in \mathcal{A}$. Then it is easy to see that the general solution of equation (1) is $f(x)=n^{2} h$, where $x=a^{n}$ and $h \in H$ is an arbitrary constant. Therefore, in the following, we shall focus our attention on $|\mathcal{A}| \geq 2$.

Theorem 3.1. Let $G=\langle\mathcal{A}\rangle$ and $f: G \rightarrow H$ be a solution of equation (1). Then $f$ is even and has the representation

$$
\begin{align*}
f(x)= & \sum_{i=1}^{n} f\left(a_{i}\right)+\sum_{1 \leq i<j \leq n} \epsilon_{i} \epsilon_{j} A\left(a_{i}, a_{j}\right)  \tag{32}\\
& +\sum_{1 \leq i<j<k \leq n} \epsilon_{i} \epsilon_{j} \epsilon_{k} B\left(a_{i}, a_{j}, a_{k}\right)+g(\pi(x)),
\end{align*}
$$

where $x=a_{1}^{\epsilon_{1}} \ldots a_{n}^{\epsilon_{n}}$ with $a_{i} \in \mathcal{A}$ and $\epsilon_{i}= \pm 1$ is a writing of $x \in G$. Here, $\pi$ is the natural homomorphism from $G$ onto $G / G^{2}$, the factor group of $G$ when all squares in $G$ are equated to $e$; the mapping $g: G / G^{2} \rightarrow H$ satisfies

$$
\begin{equation*}
2 g=0, g\left(\pi\left(a_{1} \ldots a_{\ell}\right)\right)=0 \quad \text { if } \ell \leq 3 \tag{33}
\end{equation*}
$$

and $A, B$ are defined by (2) and (3).
Conversely, if $f: \mathcal{A} \rightarrow H, A: \mathcal{A} \times \mathcal{A} \rightarrow H$ and $B: \mathcal{A} \times \mathcal{A} \times \mathcal{A} \rightarrow H$ satisfy

$$
\begin{equation*}
A(a, a)=2 f(a), \quad A(a, b)=A(b, a) \tag{34}
\end{equation*}
$$

and

$$
\begin{gather*}
B(a, a, b)=0,  \tag{35}\\
\left\{\begin{array}{l}
B(a, b, c)+B(a, c, b)=0, \\
B(a, b, c)+B(c, b, a)=0,
\end{array}\right. \tag{36}
\end{gather*}
$$

respectively, for all $a, b, c \in \mathcal{A}$; and $g: G / G^{2} \rightarrow H$ satisfies (33), then (32) defines a mapping $f: G \rightarrow H$ which is a solution of equation (1).

Furthermore, the representation (32) is unique and can be compressed into

$$
\begin{align*}
& f\left(a_{1}^{m_{1}} \ldots a_{\ell}^{m_{\ell}}\right)=\sum_{i=1}^{\ell} m_{i}^{2} f\left(a_{i}\right)+\sum_{1 \leq i<j \leq \ell} m_{i} m_{j} A\left(a_{i}, a_{j}\right)  \tag{37}\\
& +\sum_{1 \leq i<j<k \leq \ell} m_{i} m_{j} m_{k} B\left(a_{i}, a_{j}, a_{k}\right)+g\left(\pi\left(a_{1}^{m_{1}} \ldots a_{\ell}^{m_{\ell}}\right)\right)
\end{align*}
$$

for all $a_{i} \in \mathcal{A}, m_{i} \in \mathbb{Z}$.
Proof. Let $f: G \rightarrow H$ be a solution of equation (1). Then $f, A$ and $B$ in (2) and (3) have the properties asserted in Theorem 2.1. In particular $f$ is even.

In view of (3), (4), (6), and (9), we have

$$
f\left(a_{1}^{\epsilon_{1}} \ldots a_{n}^{\epsilon_{n}}\right)=B\left(a_{1}^{\epsilon_{1}}, \ldots, a_{n}^{\epsilon_{n}}\right)+\sum_{i=1}^{n} f\left(a_{i}\right)+\sum_{1 \leq i<j \leq n} \epsilon_{i} \epsilon_{j} A\left(a_{i}, a_{j}\right) .
$$

From (7) and (8) and applying Theorem 3 in [11] to the mapping $A(\cdot, u)$ : $G \rightarrow H$ for any fixed $u \in G$, we arrive at

$$
\begin{align*}
A\left(x_{1}^{m_{1}} \ldots x_{\ell}^{m_{\ell}}, u\right)= & \sum_{i=1}^{\ell} m_{i} A\left(x_{i}, u\right)+\sum_{1 \leq i<j \leq \ell} m_{i} m_{j}\left(A\left(x_{i} x_{j}, u\right)\right.  \tag{38}\\
& \left.-A\left(x_{i}, u\right)-A\left(x_{j}, u\right)\right)+g_{u}\left(\pi\left(x_{1}^{m_{1}} \ldots x_{\ell}^{m_{\ell}}\right)\right),
\end{align*}
$$

where $g_{u}: G / G^{2} \rightarrow H$ satisfies

$$
\begin{equation*}
2 g_{u}=0, \quad \text { and } \quad g_{u}\left(\pi\left(x_{1} \ldots x_{\ell}\right)\right)=0 \quad \text { when } \ell \leq 2 . \tag{39}
\end{equation*}
$$

Repeatedly using (23), we obtain

$$
\begin{aligned}
& B\left(a_{1}^{\epsilon_{1}}, \ldots, a_{n}^{\epsilon_{n}}\right)=\sum_{k=2}^{n-1} A\left(a_{1}^{\epsilon_{1}} \ldots a_{k}^{\epsilon_{k}}, a_{k+1}^{\epsilon_{k+1}}\right)-\sum_{k=3}^{n} \sum_{j=1}^{k-1} A\left(a_{j}^{\epsilon_{j}}, a_{k}^{\epsilon_{k}}\right) \\
& =\sum_{k=3}^{n} \epsilon_{k} A\left(a_{1}^{\epsilon_{1}} \ldots a_{k-1}^{\epsilon_{k-1}}, a_{k}\right)-\sum_{k=3}^{n} \sum_{j=1}^{k-1} \epsilon_{j} \epsilon_{k} A\left(a_{j}, a_{k}\right) \quad(\text { by }(9)) \\
& =\sum_{k=3}^{n} \epsilon_{k}\left\{\sum_{j=1}^{k-1} \epsilon_{j} A\left(a_{j}, a_{k}\right)+\sum_{i<j<k} \epsilon_{i} \epsilon_{j}\left(A\left(a_{i} a_{j}, a_{k}\right)-A\left(a_{i}, a_{k}\right)-A\left(a_{j}, a_{k}\right)\right)\right. \\
& \left.\quad+g_{a_{k}}\left(\pi\left(a_{1}^{\epsilon_{1}} \ldots a_{k-1}^{\epsilon_{k-1}}\right)\right)\right\}-\sum_{k=3}^{n} \sum_{j=1}^{k-1} \epsilon_{j} \epsilon_{k} A\left(a_{j}, a_{k}\right) \quad(\text { by }(38)) \\
& =\sum_{k=3}^{n} \epsilon_{k}\left\{\sum_{i<j<k} \epsilon_{i} \epsilon_{j} B\left(a_{i}, a_{j}, a_{k}\right)+g_{a_{k}}\left(\pi\left(a_{1}^{\epsilon_{1}} \ldots a_{k-1}^{\epsilon_{k-1}}\right)\right)\right\} \quad(\text { by }(26)),
\end{aligned}
$$

where $\pi$ is the natural homomorphism from $G$ onto $G / G^{2}$, and $g_{a_{k}}: G / G^{2} \rightarrow H$ satisfies (39) for $k=3, \ldots, n$. Since $g_{a_{3}}\left(\pi\left(a_{1}^{\epsilon_{1}} a_{2}^{\epsilon_{2}}\right)\right)=0$,

$$
\begin{align*}
& f\left(a_{1}^{\epsilon_{1}} \ldots a_{n}^{\epsilon_{n}}\right)=\sum_{1 \leq i<j<k \leq n} \epsilon_{i} \epsilon_{j} \epsilon_{k} B\left(a_{i}, a_{j}, a_{k}\right)+\sum_{i=1}^{n} f\left(a_{i}\right) \\
& +\sum_{1 \leq i<j \leq n} \epsilon_{i} \epsilon_{j} A\left(a_{i}, a_{j}\right)+\sum_{k=3}^{n-1} \epsilon_{k+1} g_{a_{k+1}}\left(\pi\left(a_{1}^{\epsilon_{1}} \ldots a_{k}^{\epsilon_{k}}\right)\right) . \tag{40}
\end{align*}
$$

Now we want to define $F_{i}: G \rightarrow H(i=1,2)$ by

$$
\begin{equation*}
F_{1}\left(a_{1}^{\epsilon_{1}} \ldots a_{n}^{\epsilon_{n}}\right):=\sum_{i=1}^{n} f\left(a_{i}\right)+\sum_{1 \leq i<j \leq n} \epsilon_{i} \epsilon_{j} A\left(a_{i}, a_{j}\right) \tag{41}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{2}\left(a_{1}^{\epsilon_{1}} \ldots a_{n}^{\epsilon_{n}}\right):=\sum_{1 \leq i<j<k \leq n} \epsilon_{i} \epsilon_{j} \epsilon_{k} B\left(a_{i}, a_{j}, a_{k}\right), \tag{42}
\end{equation*}
$$

respectively. Using (15), (20), (21) and (22), we can check that $F_{i}(i=1,2)$ are well-defined. In fact, for any $b \in \mathcal{A}$, we have

$$
F_{1}\left(a_{1}^{\epsilon_{1}} \ldots a_{k}^{\epsilon_{k}} \cdot b b^{-1} \cdot a_{k+1}^{\epsilon_{k+1}} \ldots a_{n}^{\epsilon_{n}}\right)=\sum_{i=1}^{n} f\left(a_{i}\right)+\sum_{1 \leq i<j \leq n} \epsilon_{i} \epsilon_{j} A\left(a_{i}, a_{j}\right)+f(b)
$$

$$
\begin{aligned}
& +f(b)+\sum_{i=1}^{k} \epsilon_{i}\left(A\left(a_{i}, b\right)-A\left(a_{i}, b\right)\right)+\sum_{i=k+1}^{n} \epsilon_{i}\left(A\left(b, a_{i}\right)-A\left(b, a_{i}\right)\right)-A(b, b) \\
= & F_{1}\left(a_{1}^{\epsilon_{1}} \ldots a_{n}^{\epsilon_{n}}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& F_{2}\left(a_{1}^{\epsilon_{1}} \ldots a_{k}^{\epsilon_{k}} \cdot b b^{-1} \cdot a_{k+1}^{\epsilon_{k+1}} \ldots a_{n}^{\epsilon_{n}}\right)=\sum_{1 \leq i<j<k \leq n} \epsilon_{i} \epsilon_{j} \epsilon_{k} B\left(a_{i}, a_{j}, a_{k}\right) \\
& \quad+\sum_{1 \leq i<j \leq k} \epsilon_{i} \epsilon_{j}\left(B\left(a_{i}, a_{j}, b\right)-B\left(a_{i}, a_{j}, b\right)\right) \\
& \quad+\sum_{k+1 \leq i<j \leq n} \epsilon_{i} \epsilon_{j}\left(B\left(b, a_{i}, a_{j}\right)-B\left(b, a_{i}, a_{j}\right)\right) \\
& \quad+\sum_{i=1}^{k} \sum_{j=k+1}^{n} \epsilon_{i} \epsilon_{j}\left(B\left(a_{i}, b, a_{j}\right)-B\left(a_{i}, b, a_{j}\right)\right) \\
& \quad-\sum_{i=1}^{k} B\left(a_{i}, b, b\right)-\sum_{j=k+1}^{n} B\left(b, b, a_{j}\right)=F_{2}\left(a_{1}^{\epsilon_{1}} \ldots a_{n}^{\epsilon_{n}}\right)
\end{aligned}
$$

Similarly, we can verify

$$
\begin{aligned}
& F_{1}\left(a_{1}^{\epsilon_{1}} \ldots a_{k}^{\epsilon_{k}} \cdot b^{-1} b \cdot a_{k+1}^{\epsilon_{k+1}} \ldots a_{n}^{\epsilon_{n}}\right)=F_{1}\left(a_{1}^{\epsilon_{1}} \ldots a_{n}^{\epsilon_{n}}\right) \\
& F_{2}\left(a_{1}^{\epsilon_{1}} \ldots a_{k}^{\epsilon_{k}} \cdot b^{-1} b \cdot a_{k+1}^{\epsilon_{k+1}} \ldots a_{n}^{\epsilon_{n}}\right)=F_{2}\left(a_{1}^{\epsilon_{1}} \ldots a_{n}^{\epsilon_{n}}\right)
\end{aligned}
$$

Thus if $x$ and $y$ have the same reduced form then $F_{i}(x)=F_{i}(y), i=1,2$. Therefore we have proved $F_{i}(i=1,2)$ are well-defined. For convenience, let

$$
\begin{gathered}
x=a_{1}^{\epsilon_{1}} \ldots a_{n}^{\epsilon_{n}}, y=b_{1}^{\eta_{1}} \ldots b_{p}^{\eta_{p}}, a_{i}, b_{j} \in \mathcal{A} \\
\epsilon_{i}, \eta_{j}= \pm 1, i=1, \ldots, n, j=1, \ldots, p
\end{gathered}
$$

Since

$$
\begin{aligned}
F_{1}(x y)+F_{1}\left(x y^{-1}\right)= & \sum_{i=1}^{n} f\left(a_{i}\right)+\sum_{j=1}^{p} f\left(b_{i}\right)+\sum_{1 \leq i<j \leq n} \epsilon_{i} \epsilon_{j} A\left(a_{i}, a_{j}\right) \\
& +\sum_{1 \leq i<j \leq p} \eta_{i} \eta_{j} A\left(b_{i}, b_{j}\right)+\sum_{i=1}^{n} \sum_{j=1}^{p} \epsilon_{i} \eta_{j} A\left(a_{i}, b_{j}\right)
\end{aligned}
$$

$$
\begin{aligned}
& +\sum_{i=1}^{n} f\left(a_{i}\right)+\sum_{j=1}^{p} f\left(b_{i}\right)+\sum_{1 \leq i<j \leq n} \epsilon_{i} \epsilon_{j} A\left(a_{i}, a_{j}\right) \\
& +\sum_{1 \leq i<j \leq p}\left(-\eta_{j}\right)\left(-\eta_{i}\right) A\left(b_{j}, b_{i}\right)+\sum_{i=1}^{n} \sum_{j=1}^{p} \epsilon_{i}\left(-\eta_{j}\right) A\left(a_{i}, b_{j}\right) \\
= & 2 F_{1}(x)+2 F_{1}(y),
\end{aligned}
$$

$F_{1}: G \rightarrow H$ satisfies equation (1).
To verify that $F_{2}$ also satisfies equation (1), first observe that $F_{2}$ is even by (22). Indeed,

$$
\begin{align*}
F_{2}\left(x^{-1}\right) & =\sum_{1 \leq i<j<k \leq n}\left(-\epsilon_{k}\right)\left(-\epsilon_{j}\right)\left(-\epsilon_{i}\right) B\left(a_{k}, a_{j}, a_{i}\right) \\
& =-\sum_{1 \leq i<j<k \leq n} \epsilon_{k} \epsilon_{j} \epsilon_{i} B\left(a_{k}, a_{j}, a_{i}\right)  \tag{43}\\
& =\sum_{1 \leq i<j<k \leq n} \epsilon_{i} \epsilon_{j} \epsilon_{k} B\left(a_{i}, a_{j}, a_{k}\right)=F_{2}(x) .
\end{align*}
$$

Using the definition of $F_{2}$, we obtain

$$
\begin{align*}
F_{2}(x y)= & \sum_{1 \leq i<j<k \leq n} \epsilon_{i} \epsilon_{j} \epsilon_{k} B\left(a_{i}, a_{j}, a_{k}\right)+\sum_{1 \leq i<j<k \leq p} \eta_{i} \eta_{j} \eta_{k} B\left(b_{i}, b_{j}, b_{k}\right) \\
& +\sum_{1 \leq i<j \leq n} \sum_{k=1}^{p} \epsilon_{i} \epsilon_{j} \eta_{k} B\left(a_{i}, a_{j}, b_{k}\right)+\sum_{i=1}^{n} \sum_{1 \leq j<k \leq p} \epsilon_{i} \eta_{j} \eta_{k} B\left(a_{i}, b_{j}, b_{k}\right) \\
= & F_{2}(x)+F_{2}(y)+E_{x, y} \tag{44}
\end{align*}
$$

where

$$
E_{x, y}=\sum_{1 \leq i<j \leq n} \sum_{k=1}^{p} \epsilon_{i} \epsilon_{j} \eta_{k} B\left(a_{i}, a_{j}, b_{k}\right)+\sum_{i=1}^{n} \sum_{1 \leq j<k \leq p} \epsilon_{i} \eta_{j} \eta_{k} B\left(a_{i}, b_{j}, b_{k}\right)
$$

Similarly

$$
\begin{equation*}
F_{2}\left(x y^{-1}\right)=F_{2}(x)+F_{2}\left(y^{-1}\right)+E_{x, y^{-1}} \tag{45}
\end{equation*}
$$

where

$$
E_{x, y^{-1}}=\sum_{1 \leq i<j \leq n} \sum_{k=1}^{p} \epsilon_{i} \epsilon_{j}\left(-\eta_{k}\right) B\left(a_{i}, a_{j}, b_{k}\right)
$$

$$
+\sum_{i=1}^{n} \sum_{1 \leq j<k \leq p} \epsilon_{i}\left(-\eta_{k}\right)\left(-\eta_{j}\right) B\left(a_{i}, b_{k}, b_{j}\right) .
$$

So we have from (22)

$$
\begin{equation*}
E_{x, y}+E_{x, y^{-1}}=0 . \tag{46}
\end{equation*}
$$

It follows that from (43)-(46)

$$
F_{2}(x y)+F_{2}\left(x y^{-1}\right)=2 F_{2}(x)+2 F_{2}(y) .
$$

This proves that $F_{2}$ is a solution of equation (1). Therefore $\tilde{g}:=f-F_{1}-F_{2}$ is also a solution of equation (1). By (40) we have

$$
\begin{equation*}
\tilde{g}(x)=\sum_{k=3}^{n-1} \epsilon_{k+1} g_{a_{k+1}}\left(\pi\left(a_{1}^{\epsilon_{1}} \ldots a_{k}^{\epsilon_{k}}\right)\right) . \tag{47}
\end{equation*}
$$

Because $g_{a_{k+1}}(k=3, \ldots, n-1)$ satisfy (39), we have

$$
\begin{equation*}
2 \tilde{g}=0 . \tag{48}
\end{equation*}
$$

Thus

$$
\tilde{g}(x y)+\tilde{g}\left(x y^{-1}\right)=2 \tilde{g}(x)+2 \tilde{g}(y)=0=2 \tilde{g}(x) .
$$

This shows that $\tilde{g}$ is also a solution of (24). By (2.2) in [10], $\tilde{g}$ is actually a mapping from $G / G^{2}$ to $H$, i.e., $\tilde{g}=g \circ \pi$, where $g: G / G^{2} \rightarrow H$. Clearly $g$ has property (33). Combining (40) and (47), we obtain (32), completing the proof of the first part of this theorem. It follows from (6), (15) and (20) that we can compress (32) to the form (37) by induction.

To prove the converse of this theorem, suppose that $f: G \rightarrow H$ is defined by (32). Then such an $f$ is well-defined since we have shown $F_{i}(i=1,2)$ in (41) and (42) are well-defined by (34)-(36). Observe that since $g$ satisfies (33), $f$ defined by (32) is indeed an extension of $f$ on $\mathcal{A}$. (Here, for simplicity, we still use the same symbol $f$ to denote the extension of $f$ on $\mathcal{A}$.) Also

$$
\begin{align*}
f(e)= & 0, \\
f\left(a_{1} a_{2}\right)= & f\left(a_{1}\right)+f\left(a_{2}\right)+A\left(a_{1}, a_{2}\right),  \tag{49}\\
f\left(a_{1} a_{2} a_{3}\right)= & f\left(a_{1}\right)+f\left(a_{2}\right)+f\left(a_{3}\right)+A\left(a_{1}, a_{2}\right) \\
& +A\left(a_{2}, a_{3}\right)+A\left(a_{1}, a_{3}\right)+B\left(a_{1}, a_{2}, a_{3}\right) . \tag{50}
\end{align*}
$$

Since

$$
g(\pi(x y))+g\left(\pi\left(x y^{-1}\right)\right)=2 g(\pi(x y))=0=2 g(\pi(x))+2 g(\pi(y)),
$$

where we have used $\pi(y)=\pi\left(y^{-1}\right)$ and $2 g=0$, the mapping $g \circ \pi: G \rightarrow H$ does satisfy equation (1). By the proof of the first part, $F_{i}(i=1,2)$ are solutions of equation (1). Therefore, $f$, being the sum of $F_{1}, F_{2}$, and $g \circ \pi$,

$$
f(x)=F_{1}(x)+F_{2}(x)+g \circ \pi(x), \quad \forall x \in G,
$$

is a solution of equation (1). This completes the proof of the converse. Finally, it follows from (49) and (50) that both $A$ and $B$ are unique. Therefore $g$ in (32) is also unique, which implies the uniqueness of the representation (32).

In particular, suppose $G=\langle a, b\rangle$ is the free group on two generators $a$ and $b$. By Corollary 2.2 and Theorem 3.1, we get the following.

Corollary 3.2. Suppose that $G=\langle a, b\rangle$ is the free group on two generators $a, b$ and that $f: G \rightarrow H$ is a solution of equation (1). Then $f$ has the representation

$$
\begin{align*}
f\left(a^{m_{1}} b^{n_{1}} \ldots a^{m_{\ell}} b^{n_{\ell}}\right)= & \left(\sum_{i=1}^{\ell} m_{i}\right)^{2} f(a)+\left(\sum_{i=1}^{\ell} n_{i}\right)^{2} f(b)  \tag{51}\\
& +\left(\sum_{i=1}^{\ell} m_{i}\right)\left(\sum_{i=1}^{\ell} n_{i}\right)(f(a b)-f(a)-f(b))
\end{align*}
$$

for all $\ell \geq 1, m_{i}, n_{i} \in \mathbb{Z}$. Conversely, each mapping initialized at the three words $a, b$ and $a b$ can be extended to a solution $f$ of equation (1) by taking (51) as its defining formula.

In particular, the above $f$ can be factored through the abelianization $\langle a, b\rangle^{a b}$ of $\langle a, b\rangle$.

Remark 3.3. By Theorem 2.1, it is easy to check that $2 A$ is a bimorphism if, and only if, $f(x y z)=f(x z y)$ for all $x, y, z \in G$. This result appeared in [1], [6], [7], and [9]. By Theorem 3.1, not every $2 A$ needs to be a bimorphism. However, In particular, if $G$ is a group generated by 2 elements, $2 A$ must be a bimorphism by Corollary 2.2. Here notice that Corollary 2.2 holds for any (not necessarily free) group $G$ generated by 2 elements. This generalizes Theorem 1 in [9].

## 4. The general solutions on some special groups

Consider the commuting diagram

where $\phi, \psi$ are homomorphisms. Then it is not hard to check that if $f_{2}$ is a solution of equation (1) on $G_{2}$, so is $f_{1}$ on $G_{1}$, and that if $f_{1}$ is a solution of equation (1) on $G_{1}, \phi$ is an epimorphism and $\psi$ is a monomorphism, then $f_{2}$ is a solution of equation (1) on $G_{2}$.

Therefore, suppose that $G_{1}$ is a group, that $S$ is any subset of $G_{1}$ and $G_{2}=G_{1} /\langle S\rangle^{G_{1}}$, where $\langle S\rangle$ denotes the subgroup generated by $S$ and $\langle S\rangle^{G_{1}}$ the normal closure of $\langle S\rangle$ in $G_{1}$, and that $\pi: G_{1} \rightarrow G_{2}$ is the canonical surjection. Then $f_{2}: G_{2} \rightarrow H$ is a solution of equation (1) if, and only if, so is $f_{1}:=f_{2} \circ \pi$ on $G_{1}$. Thus, to obtain all solutions $f_{2}: G_{2} \rightarrow H$ of equation (1), it suffices to filter all solutions $f: G_{1} \rightarrow H$ by the factorization criterion $f(x w y)=f(x y), \forall x, y \in G_{1}, \forall w \in S$, equivalently

$$
\begin{equation*}
f(x w)=f(x), \quad \forall x \in G_{1}, \quad \forall w \in S, \tag{52}
\end{equation*}
$$

by (5). It is easy to see (52) is also equivalent to

$$
\begin{equation*}
f(w)=0 \quad \text { and } \quad A(\cdot, w)=0, \quad \forall w \in S . \tag{53}
\end{equation*}
$$

Indeed, for $f(x w)=f(x)+f(w)+A(x, w)$, in view of (52), we get $f(w)+$ $A(x, w)=0, \forall x \in G_{1}$. From (6) and (7), we get (53). On the other hand, from (53), $f(x w)=A(x, w)+f(x)+f(w)=f(x)$. Therefore, through this process, we can solve equation (1) on groups presented by generators and defining relations.

In the following, by $\langle\mathcal{A}\rangle^{a b}$ we denote the abelianization of the free group $\langle\mathcal{A}\rangle$.

Theorem 4.1. $f:\langle\mathcal{A}\rangle^{a b} \rightarrow H$ is a solution of equation (1) if and only if it has the representation

$$
\begin{equation*}
f(x)=\sum_{i=1}^{\ell} m_{i}^{2} f\left(a_{i}\right)+\sum_{1 \leq i<j \leq \ell} m_{i} m_{j} A\left(a_{i}, a_{j}\right)+g(\pi(x)) \tag{54}
\end{equation*}
$$

for all $x=a_{1}^{m_{1}} \ldots a_{\ell}^{m_{\ell}} \in\langle\mathcal{A}\rangle^{a b}$. Here, $a_{1}, \ldots, a_{\ell} \in \mathcal{A}, f: \mathcal{A} \rightarrow H$ and $A: \mathcal{A} \times \mathcal{A} \rightarrow H$ satisfy (34)), $\pi$ is the natural epimorphism from $\langle\mathcal{A}\rangle^{a b}$ to $\langle\mathcal{A}\rangle^{a b} /\left(\langle\mathcal{A}\rangle^{a b}\right)^{2}$, and $g:\langle\mathcal{A}\rangle^{a b} /\left(\langle\mathcal{A}\rangle^{a b}\right)^{2} \rightarrow H$ is an arbitrary mapping satisfying

$$
\begin{equation*}
2 g=0, g\left(\pi\left(a_{1} \ldots a_{\ell}\right)\right)=0, \quad \text { if } \ell \leq 2 . \tag{55}
\end{equation*}
$$

Proof. By the preceding discussion, the general solutions are given by (37), where $f:\langle\mathcal{A}\rangle \rightarrow H$, satisfies the factorization criterion (52) with $S=\left\{a b a^{-1} b^{-1} \mid a, b \in\langle\mathcal{A}\rangle\right\}$. By Proposition 5.1 in Appendix, condition (52) is equivalent to the following

$$
\begin{equation*}
f\left(x a b a^{-1} b^{-1}\right)=f(x), \quad \forall x \in\langle\mathcal{A}\rangle, \forall a, b \in \mathcal{A} . \tag{56}
\end{equation*}
$$

By (37) and Theorem 2.1, if we let $x=c_{1}^{m_{1}} \ldots c_{\ell}^{m_{\ell}}$ with $c_{i} \in \mathcal{A}$ and $m_{i} \in \mathbb{Z}$, then

$$
\begin{aligned}
& f\left(x a b a^{-1} b^{-1}\right)=f\left(x a a^{-1} b b^{-1}\right)+2 B\left(b, a^{-1}, b^{-1} x a\right) \quad(\text { by }(17)) \\
& \quad=f(x)+2 B\left(b, a^{-1}, b^{-1}\right)+2 B\left(b, a^{-1}, a\right)+2 \sum_{i=1}^{\ell} m_{i} B\left(b, a^{-1}, c_{i}\right) \\
& \quad=f(x)+2 \sum_{i=1}^{\ell} m_{i} B\left(a, b, c_{i}\right)
\end{aligned}
$$

by (16), (20), and (22). Therefore, condition (56) is equivalent to

$$
\begin{equation*}
2 B(a, b, c)=0, \quad \forall a, b, c \in \mathcal{A} . \tag{57}
\end{equation*}
$$

Let

$$
g_{0}(x):=\sum_{1 \leq i<j<k \leq \ell} m_{i} m_{j} m_{k} B\left(a_{i}, a_{j}, a_{k}\right), \quad a_{i}, a_{j}, a_{k} \in \mathcal{A},
$$

where $x=a_{1}^{m_{1}} \ldots a_{\ell}^{m_{\ell}} \in\langle\mathcal{A}\rangle$ with $a_{i} \in \mathcal{A}, m_{i} \in \mathbb{Z}$. Completely similar to $F_{2}$ in (42), we can show that $g_{0}$ is well-defined. It also follows from (57) that $2 g_{0}=0$, which implies that $g_{0}$ is a function on $\langle\mathcal{A}\rangle^{a b} /\left(\langle\mathcal{A}\rangle^{a b}\right)^{2}$ as in the proof of Theorem 3.1. Clearly $g_{0}$ has property (55). Thus $g_{0}$ can be absorbed into the last term $g$ in (37). Therefore (37) can be reduced to (54), which completes the proof of this theorem.

As in [10], [11], and [13], consider the general linear group $G L_{n}(\mathbb{Z})$ $(n \geq 2)$ of $n \times n$ invertible matrices over the integers. Here we use the same notations in [10]-[12]. Let $a=\left[\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right]$ and $b=\left[\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right]$. Then $G L_{2}(\mathbb{Z})$ is generated by $a, b$ with some defining relations; see [10]. In $G L_{n}(\mathbb{Z})$ ( $n \geq 3$ ), for $i \neq j$, let $e_{i j}(p)$ be the matrix whose diagonal entries are 1 , the $(i, j)$-th entry is $p$, and elsewhere 0 . For diagonal matrices, let $[\alpha]_{i}$ denote the matrix whose $(i, i)$-th entry is $\alpha$, and elsewhere $1 ;[\alpha, \beta]_{i j}=[\alpha]_{i}[\beta]_{j}$, $d_{i j}(\alpha)=\left[\alpha, \alpha^{-1}\right]_{i j}$, and $\left[\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right]=\left[\alpha_{1}\right]_{1}\left[\alpha_{2}\right]_{2} \ldots\left[\alpha_{n}\right]_{n}$. Here $p \in \mathbb{Z}$ and $\alpha, \alpha_{i}, \beta$ are units of $\mathbb{Z}$. Then $G L_{n}(\mathbb{Z})$ is generated by the above matrices with the following relations (see [11] and [12]):

$$
\begin{align*}
& e_{i j}(p) e_{i j}(q)=e_{i j}(p+q),  \tag{58}\\
& e_{i j}(p) e_{k \ell}(q)=e_{k \ell}(q) e_{i j}(p) \quad(i \neq \ell, j \neq k),  \tag{59}\\
& e_{i j}(p) e_{j k}(q)=e_{j k}(q) e_{i j}(p) e_{i k}(p q) \quad(i \neq k),  \tag{60}\\
& e_{i j}(\alpha-1) e_{j i}(1)=d_{i j}(\alpha) e_{j i}(\alpha) e_{i j}\left(1-\alpha^{-1}\right),  \tag{61}\\
& e_{i j}(x)\left[\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right]=\left[\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right] e_{i j}\left(\alpha_{i}^{-1} x \alpha_{j}\right),  \tag{62}\\
& {\left[\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right]\left[\beta_{1}, \beta_{2}, \ldots, \beta_{n}\right]=\left[\alpha_{1} \beta_{1}, \alpha_{2} \beta_{2}, \ldots, \alpha_{n} \beta_{n}\right] .} \tag{63}
\end{align*}
$$

Using these facts, we can get the general solution of equation (1) on $G L_{n}(\mathbb{Z})$ for $n \geq 2$.

Theorem 4.2. A mapping $f: G L_{2}(\mathbb{Z}) \rightarrow H$ is a solution of equation (1) if and only if it is given by

$$
\begin{align*}
f\left(a^{m_{1}} b^{n_{1}} \ldots a^{m_{\ell}} b^{n_{\ell}}\right)= & \left(\sum_{i=1}^{\ell} m_{i}\right)^{2} f(a)+\left(\sum_{i=1}^{\ell} n_{i}\right)^{2} f(b)  \tag{64}\\
& +\left(\sum_{i=1}^{\ell} m_{i}\right)\left(\sum_{i=1}^{\ell} n_{i}\right) A(a, b)
\end{align*}
$$

with $4 f(a)=4 f(b)=2 A(a, b)=0$.
For $n \geq 3, f: G L_{n}(\mathbb{Z}) \rightarrow H$ is a solution of equation (1) if and only if $f=f_{1} \circ \operatorname{det}$, where $f_{1}:\{ \pm 1\} \rightarrow H$ s a solution of equation (1) such that $f_{1}(1)=0, f_{1}(-1)=\alpha$. Here $\alpha$ is any element in $H$ satisfying $4 \alpha=0$.

Proof. Suppose, first of all, that $n=2$. Let $f:\langle a, b\rangle \rightarrow H$ satisfy equation (1). By Corollary $3.2, f$ has the representation (51) and is actually a mapping on $\langle a, b\rangle^{a b}$. Working at this level, as in [10], we get $b^{2}=e$. Clearly $a^{2}=e$. The factorization criterion says $f\left(a^{2}\right)=f\left(b^{2}\right)=$ $A\left(\cdot, a^{2}\right)=A\left(\cdot, b^{2}\right)=0$, i.e., $4 f(a)=4 f(b)=2 A(\cdot, a)=2 A(\cdot, b)=0$ by (13) and (10). By Corollary 3.2 and Remark 3.3, $2 A(\cdot, a)$ is a homomorphism. Thus condition $2 A(\cdot, a)=0$ is equivalent to $2 A(a, a)=0$ and $2 A(b, a)=0$. But $2 A(a, a)=0$ is just $4 f(a)=0$ by (15). By the symmetry of $A$, the condition $2 A(\cdot, a)=0$ is reduced to $2 A(a, b)=0$. Similarly, condition $2 A(\cdot, b)=0$ also can be reduced to $2 A(a, b)=0$. This completes the proof of the first part of this theorem.

For $n \geq 3$, let $f: G L_{n}(\mathbb{Z}) \rightarrow H$ be a solution of equation (1). Then, for any $u \in G$, the mapping $A(\cdot, u): G L_{n}(\mathbb{Z}) \rightarrow H$ must be a homomorphism by Theorem 4 in [11] since it satisfies (24) on $G L_{n}(\mathbb{Z})$; that is,

$$
\begin{equation*}
A(x y, u)=A(x, u)+A(y, u), \quad \forall x, y \in G \tag{65}
\end{equation*}
$$

Now

$$
\begin{aligned}
f\left(x e_{i k}(p q) y\right)= & f\left(x e_{i j}^{-1}(p) e_{j k}^{-1}(q) e_{i j}(p) e_{j k}(q) y\right) \quad(\text { by }(60)) \\
= & f\left(x e_{i j}^{-1}(p) e_{i j}(p) e_{j k}^{-1}(q) e_{j k}(q) y\right) \\
& +2 B\left(e_{j k}^{-1}(q), e_{i j}(p), e_{j k}(q) y x e_{i j}^{-1}(p)\right) \quad(\text { by }(17)) \\
= & f(x y)(\text { by } \quad(26) \&(65)) .
\end{aligned}
$$

Hence

$$
\begin{equation*}
f\left(x e_{i k}(p) y\right)=f(x y) . \tag{66}
\end{equation*}
$$

By (61), $d_{i j}(\alpha)$ is a product of matrices of type $e_{i j}$, and so from (66) we get

$$
\begin{equation*}
f\left(x d_{i j}(\alpha) y\right)=f(x y) . \tag{67}
\end{equation*}
$$

Therefore,

$$
\begin{aligned}
& f\left(x\left[\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right] y\right) \\
& \quad=f\left(x\left[\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right] d_{12}\left(\alpha_{2}\right) d_{13}\left(\alpha_{3}\right) \ldots d_{1 n}\left(\alpha_{n}\right) y\right) \quad(\text { by } \quad(67)) \\
& \quad=f\left(x\left[\alpha_{1}\right]_{1}\left[\alpha_{2}\right]_{2} \ldots\left[\alpha_{n}\right]_{n}\left[\alpha_{2}\right]_{1}\left[\alpha_{2}^{-1}\right]_{2}\left[\alpha_{3}\right]_{1}\left[\alpha_{3}^{-1}\right]_{3} \ldots\left[\alpha_{n}\right]_{1}\left[\alpha_{n}^{-1}\right]_{n} y\right) \\
& \left.\quad \quad \text { (by the definitions of }\left[\alpha_{1}, \ldots, \alpha_{n}\right] \text { and } d_{i j}(\alpha)\right)
\end{aligned}
$$

$$
=f\left(x\left[\alpha_{1} \alpha_{2} \ldots \alpha_{n}\right]_{1} y\right) \quad(\text { by }(63))
$$

Since $\operatorname{det}\left[\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right]=\alpha_{1} \alpha_{2} \ldots \alpha_{n}$, we have proved

$$
\begin{equation*}
f\left(x\left[\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right] y\right)=f\left(x\left[\operatorname{det}\left[\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right]\right]_{1} y\right) \tag{68}
\end{equation*}
$$

Let $x=g_{1} g_{2} \ldots g_{\ell}$ be a writing of $x$ as a product of generating matrices of types $e_{i j}, d_{i j}$ or $\left[\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right]$; and let $h_{1}, h_{2}, \ldots, h_{m}$ be the subsequence of diagonal matrices obtained by removing those of types $e_{i j}$ and $d_{i j}$. Then we obtain

$$
\begin{aligned}
f(x) & =f\left(g_{1} g_{2} \ldots g_{\ell}\right)=f\left(h_{1} h_{2} \ldots h_{m}\right) \quad(\text { by }(66) \&(67)) \\
& =f\left(\left[\operatorname{det}\left(h_{1} h_{2} \ldots h_{m}\right)\right]_{1}\right) \quad(\text { by }(63) \&(68)) \\
& =f\left([\operatorname{det} x]_{1}\right) .
\end{aligned}
$$

Thus

$$
\begin{equation*}
f(x)=f\left([\operatorname{det} x]_{1}\right)=: f_{1}(\operatorname{det} x), \quad \forall x \in G L_{n}(\mathbb{Z}) \tag{69}
\end{equation*}
$$

Since the mapping det : $G L_{n}(\mathbb{Z}) \rightarrow\{ \pm 1\}$ is an epimorphism, as mentioned first this section, $f_{1}:\{ \pm 1\} \rightarrow H$ is a solution of equation (1), which has been solved at the beginning of Section 3. The rest of this theorem is very easy to get by Theorem 2.1.

Remark 4.3. From [10]-[12], we see that there is much difference between equations (24) and $F(x y)+F\left(y^{-1} x\right)=2 F(x), \forall x, y \in G$, with $F(e)=0$. However, equation (Q) and the following functional equation

$$
\begin{equation*}
f(x y)+f\left(y^{-1} x\right)=2 f(x)+2 f(y), \quad \forall x, y \in G \tag{70}
\end{equation*}
$$

are equivalent in the sense that they have the same general solutions. Clearly, it suffices to see that equation (1) is equivalent to equation (70) with $f(e)=0$. Indeed, if $f: G \rightarrow H$ is a solution of equation (1), then from (5), $f$ is also a solution of equation (70) with $f(e)=0$. On the other hand, similar to equation (1), if $f: G \rightarrow H$ is a solution of equation (70) with $f(e)=0$, then $f$ has property (5). Thus $f$ also satisfies equation (1).

Remark 4.4. In [13], Stetkær effectively uses the observation that functions satisfying the Jensen equation (24) are indeed functions on the quotient group $G /[G,[G, G]]$ to perform computations on groups like $G L_{n}(\mathbb{R})$. The same observation can be made about equation (1) using Theorem 2.1.

## 5. Appendix

Proposition 5.1. Let $G$ and $H$ be groups. If $G$ is generated by $\mathcal{A}$ and $f: G \rightarrow H$ is arbitrary, then

$$
\begin{equation*}
f\left(x u v u^{-1} v^{-1} y\right)=f(x y), \quad \forall x, y, u, v \in G \tag{71}
\end{equation*}
$$

is equivalent to the simpler

$$
\begin{equation*}
f\left(x a b a^{-1} b^{-1} y\right)=f(x y), \quad \forall x, y \in G, \forall a, b \in \mathcal{A} \tag{72}
\end{equation*}
$$

Proof. Clearly (71) implies (72). Now suppose that (72) is true. Then it is easy to derive

$$
\begin{equation*}
f\left(x a^{\epsilon} b^{\eta} a^{-\epsilon} b^{-\eta} y\right)=f(x y), \quad \forall x, y \in G, \forall a, b \in \mathcal{A}, \epsilon, \eta= \pm 1 \tag{73}
\end{equation*}
$$

Let $u=a_{1}^{\epsilon_{1}} \ldots a_{m}^{\epsilon_{m}}$ and $v=b_{1}^{\eta_{1}} \ldots b_{n}^{\eta_{n}}$ with $a_{i}, b_{j} \in \mathcal{A}, \epsilon_{i}, \eta_{j}= \pm 1, i=$ $1, \ldots, m, j=1, \ldots, n$. So (73) shows that (71) holds for $m=n=1$. Suppose it holds for $m \leq \ell, n \leq k, \ell, k \geq 1$. For convenience, let $u_{1}=$ $a_{1}^{\epsilon_{1}} \ldots a_{\ell}^{\epsilon_{\ell}}, v_{1}=b_{1}^{\eta_{1}} \ldots b_{k}^{\eta_{k}}$. Then by the inductive assumption we have

$$
\begin{aligned}
f(x \cdot & \left.a_{1}^{\epsilon_{1}} \ldots a_{\ell}^{\epsilon_{\ell}} b_{1}^{\eta_{1}} \ldots b_{k+1}^{\eta_{k+1}} a_{\ell}^{-\epsilon_{\ell}} \ldots a_{1}^{-\epsilon_{1}} b_{k+1}^{-\eta_{k+1}} \ldots b_{1}^{-\eta_{1}} \cdot y\right) \\
& =f\left(x u_{1} v_{1} u_{1}^{-1} b_{k+1}^{\eta_{k+1}} \cdot b_{k+1}^{-\eta_{k+1}} u_{1} b_{k+1}^{\eta_{k+1}} u_{1}^{-1} \cdot b_{k+1}^{-\eta_{k+1}} v_{1}^{-1} y\right) \\
& =f\left(x u_{1} v_{1} u_{1}^{-1} \cdot b_{k+1}^{\eta_{k+1}} b_{k+1}^{-\eta_{k+1}} \cdot v_{1}^{-1} y\right) \\
& =f\left(x \cdot u_{1} v_{1} u_{1}^{-1} v_{1}^{-1} \cdot y\right)=f(x y) .
\end{aligned}
$$

Similarly we can check that

$$
f\left(x \cdot a_{1}^{\epsilon_{1}} \ldots a_{\ell}^{\epsilon_{\ell}} a_{\ell+1}^{\epsilon_{\ell+1}} b_{1}^{\eta_{1}} \ldots b_{k}^{\eta_{k}} a_{\ell}^{-\epsilon_{\ell}} \ldots a_{1}^{-\epsilon_{1}} b_{k}^{-\eta_{k}} \ldots b_{1}^{-\eta_{1}} \cdot y\right)=f(x y)
$$

This proves (71) is true by induction, which completes the proof of Proposition 5.1.
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