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Two ultrafilter properties for vector lattices
of real-valued functions

By WOLFGANG ADAMSKI (München)

Abstract. Let E be a vector lattice of real-valued functions defined on a set
X, and H(E) := {{f ≥ 1} : f ∈ E}. X is said to be E-compact [resp., H(E)-
complete] if every E-stable H(E)-ultrafilter [resp., every H(E)-ultrafilter with the cip]
has nonvoid intersection. We study the relations between these two concepts and give
several characterizations of E-compact spaces. In case E is the ring of all [bounded]
continuous functions on a completely regular space, we obtain some new measure-
theoretic characterizations of realcompactness [compactness].

1. Introduction

Consider a ring E satisfying Cb(X) ⊂ E ⊂ C(X) where C(X) [Cb(X)]
denotes the family of all continuous [and bounded] real-valued functions
on a completely regular space X. Then E is a vector lattice, and the
collection H(E) := {{f ≥ 1} : f ∈ E} coincides with the family Z(X) of
all zero-sets in X. Byun and Watson ([6]) call X E-compact if every
real maximal ideal in E is fixed, and they prove that X is E-compact
iff every E-stable H(E)-ultrafilter has nonempty intersection. Since the
latter condition does not depend on the ring structure of E, we do use this
condition to define E-compactness of an arbitrary set X for any vector
lattice E of real-valued functions on X.

In section 2 we compare E-compact spaces withH(E)-complete spaces
in the sense of [1]. In particular, we present several measure-theoretic con-
ditions that are intermediate between E-compactness and H(E)-complete-
ness.

In section 3 we consider certain rings E of L-continuous functions with
‘bounded support’ (L being a δ-lattice of subsets of X) and characterize
E-compactness by several algebraic properties. As a special case we obtain
the characterization theorem of Byun and Watson mentioned above.

Section 4 [Section 5] is concerned with different characterizations of
E-compact spaces where E is the ring of all L-continuous [and bounded]
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functions with ‘bounded support’. In particular, if X is a completely regu-
lar space and E = C(X) [resp., E = Cb(X)] we obtain some new measure-
theoretic characterizations of realcompactness [resp., compactness].

Now we fix the notation. N denotes the set of positive integers. The
set R of real numbers is always assumed to be equipped with the Euclidean
topology.

Let X be an arbitrary set and L a family of subsets of X. We write
σ(L) for the σ-algebra in X generated by L. L is said

(i) to have the finite [resp., countable] intersection property (fip)
[resp., (cip)] if every finite [resp., countable] subfamily of L has nonvoid
intersection;

(ii) to be a compact class if every subfamily of L with the fip has
nonvoid intersection;

(iii) to be a lattice [resp., δ-lattice] if L is closed under finite unions
and finite [resp., countable] intersections.

Let L be a lattice of subsets of X. A nonempty subfamily D of L is
called an L-filter [resp., L-ultrafilter ] if D satisfies the following conditions
(1)–(3) [resp., (1)–(4)]:

(1) φ /∈ D;
(2) D is closed under finite intersections;
(3) D ∈ D, L ∈ L and D ⊂ L imply L ∈ D;
(4) L ∈ L and D ∩ L 6= φ for all D ∈ D imply L ∈ D.

It is a consequence of Zorn’s lemma that every subfamily of L with
the fip is contained in an L-ultrafilter.

Let E ⊂ RX be a vector lattice (with respect to pointwise operations).
Define E+ := {f ∈ E : f ≥ 0}. We write σ(E) for the smallest σ-algebra
in X making all functions f ∈ E measurable. Similarly τ(E) denotes the
coarsest topology in X making all functions f ∈ E continuous.

For x ∈ X we denote by Ix the evaluation functional on E associated
to the point x, i.e. Ix(f) = f(x) for f ∈ E.

For f ∈ RX and α ∈ R, we write {f ≥ α} for the set {x ∈ X :
f(x)≥α}. In the same way, we use the abbreviations {f = α}, {f 6= α},
{f < α}, {f > α} and {f ≤ α}.

By a measure we always understand a [0,∞]-valued σ-additive set
function defined on a σ-algebra and vanishing at φ. For a measure µ we
denote by µ∗ [µ∗] the outer [inner] measure associated to µ. We write δx

for the Dirac measure pertaining to the point x ∈ X.
If (X,A, µ) is a measure space and L ⊂ A, then µ is called
(i) L-regular if µ(A) = sup{µ(L) : L ∈ L, L ⊂ A} for A ∈ A;
(ii) L-τ -smooth if inf

α
µ(Lα) = 0 for every net (Lα) in L with Lα ↓ φ.

Observe that µ is L-τ -smooth iff inf{µ(F ) : F ∈ F} = 0 for every L-filter
F having empty intersection.
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Now let X be a topological space. C(X) [Cb(X)] denotes the ring of
all continuous [and bounded] real-valued functions on X. A zero-set in X
is a set of the form {f = 0} with f ∈ C(X). We write Z(X), F(X), K(X)
for the family of all zero-, closed, compact sets in X, respectively.

B0(X) := σ(Z(X)) = σ(C(X)) = σ(Cb(X)) [B(X) := σ(F(X))] de-
notes the Baire [Borel ] σ-algebra in X.

A finite measure defined on B0(X) is called a Baire measure on X. We
writeM0(X) for the collection of all Baire measures on X. For µ ∈M0(X)
the set supp(µ) :=

⋂{Z ∈ Z(X) : µ(Z) = µ(X)} is called the support of
µ. Following the terminology of [12] we call µ ∈M0(X)

(i) tight if µ(X) = sup{µ∗(K) : K ∈ K(X)};
(ii) τ -smooth if µ is Z(X)-τ -smooth.

Since every Baire measure is Z(X)-regular ([12], Part I, Theorem 18),
µ ∈ M0(X) is tight iff µ(B) = sup{µ∗(K) : K ∈ K(X), K ⊂ B} for all
B ∈ B0(X). Furthermore, for every µ ∈M0(X) the implications

µ tight =⇒ µ τ -smooth =⇒ µ∗(supp(µ)) = µ(X)

are valid.
A completely regular space is always assumed to be Hausdorff.

2. On the relations between E-compact and H(E)-complete spaces

In this section we consider a vector lattice E of real-valued functions
defined on an arbitrary nonvoid set X. We assume that E satisfies the
following three conditions:

(C1 ) For every f ∈ E there is some g ∈ E such that {f 6=0} ⊂ {g≥1}.
(C2 ) min(1, f) ∈ E for every f ∈ E (Stone’s condition).
(C3 ) For every x ∈ X there is some f ∈ E with f(x) 6= 0.

Note that these conditions are fulfilled if E contains the constant functions.
Define H(E) := {{f ≥ 1} : f ∈ E} and G(E) := {{f > 1} : f ∈ E}.

H(E) and G(E) are lattices of subsets of X satisfying H \ G ∈ H(E),
G \ H ∈ G(E) for G ∈ G(E), H ∈ H(E) (see [2], 1.1). Furthermore,
we write M(E) for the family of all measures µ on σ(E) satisfying E ⊂
L∞(X,σ(E), µ) and µ(H) < ∞ for all H ∈ H(E).

A family C of subsets of X is said to be E-stable ([6]) if every function
f ∈ E is bounded on some C-set.

We can now introduce the two ultrafilter properties announced in the
title of this paper.

Definition. a) X is said to be E-compact if every E-stable H(E)-
ultrafilter has nonempty intersection.
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b) X is said to be H(E)-complete ([1]) if every H(E)-ultrafilter with
the cip has nonempty intersection.

The following fact is obvious.

2.1 Lemma. If every f ∈ E is bounded, then X is E-compact iff
H(E) is a compact class.

It is easy to see that every H(E)-ultrafilter with the cip is E-stable.
Thus E-compactness implies H(E)-completeness. The following main re-
sult of this section states some measure-theoretic properties that are in-
termediate between E-compactness and H(E)-completeness.

2.2 Theorem. Consider the following five statements

(S1) X is E-compact.
(S2) For µ ∈M(E) and H ∈ H(E), the set S(µ,H) :=

⋂{H \G :
G ∈ G(E) with µ(G) = 0} is τ(E)-compact and
µ∗(S(µ,H)) = µ(H).

(S3) For µ ∈M(E) and H ∈ H(E), we have µ(H) = sup{µ∗(K) :
H ⊃ K τ(E)-compact}.

(S4) Every µ ∈M(E) is H(E)-τ -smooth.
(S5) X is H(E)-complete.

Then each of these statements implies its successor. If, in addition, the
following condition (C4) is satisfied, then all five statements are equivalent.

(C4) For every sequence (Hn) ⊂ H(E) with Hn ↓ φ there is a
function h ∈ E such that h | Hn ≥ n for all n ∈ N.

Proof. (S1) =⇒ (S2) Let µ ∈M(E) and H ∈ H(E) be given.
(α) We first show the τ(E)-compactness of the set S(µ,H). For this pur-
pose let {Fi : i ∈ I} be a family of τ(E)-closed subsets of X such that⋂{S(µ, H) ∩ Fi : i ∈ I} = φ. Assume that

⋂{S(µ,H) ∩ Fi : i ∈ Ĩ} 6= φ

for every finite subset Ĩ of I. Then the collection N := {S ∈ H(E) :
S(µ, H) ∩ Fi ⊂ S for some i ∈ I} has the fip. Consequently there exists
an H(E)-ultrafilter M with N ⊂ M.

Let f ∈ E be given. Since f ∈ L∞(µ), we have µ({|f | > r}) = 0 for
some r ∈ (0,∞). Then G := {|f | > r} ∈ G(E) and S(µ,H) ⊂ H \ G,
hence H \ G ∈ N ⊂ M. As f is bounded on H \ G, we have shown that
M is E-stable.

For every i ∈ I, there exists by [2], 3.2, a subfamily Ei of E such that
S(µ, H) ∩ Fi =

⋂{{f ≥ 1} : f ∈ Ei}. Then {f≥1}∈N for all f∈Ei, i∈I.
Consequently, φ =

⋂{S(µ,H) ∩ Fi : i ∈ I} =
⋂{{f ≥ 1} : f ∈ Ei, i ∈ I}

which implies
⋂

N = φ and, in particular,
⋂

M = φ. Since M is E-stable,
we obtain a contradiction to (S1). Thus

⋂{S(µ,H)∩Fi : i ∈ Ĩ} = φ must
hold for some finite subset Ĩ of I, and so S(µ,H) is τ(E)-compact.
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(β) To prove µ(H) = µ∗(S(µ,H)) we can assume µ(H) > 0. Then
D := {D ∈ H(E) : µ(D∩H) = µ(H)} is an H(E)-filter, and for F :=

⋂D
we have F ∩H ⊂ S(µ, H). So F ∩H is τ(E)-compact, too. In addition,

(2.1) µ(H) = µ∗(F ∩H).

Assume that µ∗(F∩H) < µ(H). By [2], 1.7 and 1.8, there exists an increas-

ing sequence (Gn) ⊂ G(E) such that F ∩H ⊂
∞⋃

n=1
Gn and µ

( ∞⋃
n=1

Gn

)
<

µ(H). The compactness of F ∩H implies F ∩H ⊂ Gn0 for some n0 ∈ N.
Now for every D ∈ D, we have µ(H) = µ(D ∩H) = µ((D ∩H) \ Gn0) +
µ(D ∩ H ∩ Gn0), hence µ((D ∩ H) \ Gn0) = µ(H) − µ(D ∩ H ∩ Gn0) ≥
µ(H)−µ(Gn0) > 0. It follows that Ñ := {(D∩H)\Gn0 : D ∈ D} ⊂ H(E)
has the fip. Thus there is an H(E)-ultrafilter M̃ ⊃ Ñ.

For any f ∈ E, we have µ({|f | > r}) = 0 for some r ∈ (0,∞). Then
D̃ := H ∩ {|f | ≤ r} ∈ D and so S̃ := (D̃ ∩ H) \ Gn0 ∈ Ñ ⊂ M̃. As f is
bounded on S̃, we have shown that M̃ is E-stable.

By (S1) we have
⋂

M̃ 6= φ. This implies φ 6= ⋂
Ñ =

⋂{(D∩H)\Gn0 :
D ∈ D} = (F ∩ H) \ Gn0 which contradicts F ∩ H ⊂ Gn0 . So (2.1)
holds, and from the inclusion F ∩ H ⊂ S(µ,H) we infer the equality
µ(H) = µ∗(S(µ, H)).
(S2) =⇒ (S3) We have µ(H) ≥ sup{µ∗(K) : K ⊂ H, K τ(E)-compact} ≥
µ∗(S(µ,H)) = µ(H) for µ ∈M(E) and H ∈ H(E).
(S3) =⇒ (S4) Let µ ∈ M(E) and {Hα : α ∈ A} ⊂ H(E) with Hα ↓ φ.
Fix some α̃ ∈ A. For a given β > 0 choose a τ(E)-compact set K ⊂ Hα̃

such that µ(Hα̃) < µ∗(K) + β holds. Then there is an index α̂ ∈ A
with Hα̂ ⊂ Hα̃ and K ∩ Hα̂ = φ which implies µ(Hα̂) ≤ µ∗(Hα̃ \ K) =
µ(Hα̃)− µ∗(K) < β. Thus inf{µ(Hα) : α ∈ A} = 0.
(S4) =⇒ (S5) can be proved in the same way as the implication (1) =⇒
(3) of Theorem 2.1 in [3].

Now we assume that condition (C4) is satisfied.
(S5) =⇒ (S1) Let M be an E-stableH(E)-ultrafilter. To prove

⋂
M 6= φ it

suffices to show that M has the cip. For this purpose consider a decreasing
sequence (Hn) ⊂ M and suppose Hn ↓ φ. By (C4) there is a function
h ∈ E satisfying h | Hn ≥ n for every n ∈ N. Since M is E-stable we can
find a set U ∈ M and an index n0 such that h | U ≤ n0. This leads to the
contradiction φ = U ∩Hn0+1 ∈ M.

2.3 Remarks. a) An analysis of the proof of 2.2 reveals that the prop-
erties (C1)–(C3) of E are only needed to prove the implication (S1) =⇒
(S2).

b) If 1 ∈ E (and hence X ∈ H(E)) then the statement (S2) is equiv-
alent to
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(S2∗) For every µ ∈ M(E), the set S(µ) :=
⋂{H ∈ H(E) : µ(H) =

µ(X)} is τ(E)-compact and µ∗(S(µ)) = µ(X).
c) In section 5 we will show that the condition (C4) is essential for

the validity of the equivalence of the statements (S1)–(S5).

3. E-compactness for certain function rings E

In the sequel we consider a δ-lattice L of subsets of X such that
φ,X∈L. We denote by C(L) := {f ∈ RX : f−1(F ) ∈ L for all closed sub-
sets F of R} the family of so-called L-continuous functions. Furthermore
let Cb(L) := {f ∈ C(L) : f bounded}. C(L) and Cb(L) are vector lattices
and algebras containing the constant functions ([4]). In addition, let B be
an L-bounding system, i.e. B is a nonvoid family of subsets of X satisfying
the following two conditions:

(i) B ↑ X;
(ii) for every B ∈ B there exist f ∈ C(L) and B̃ ∈ B such that

f | B = 1 and {f 6= 0} ⊂ B̃.
Define C(L,B) := {f ∈ C(L) : {f 6= 0} ⊂ B for some B ∈ B} and
Cb(L,B) := {f ∈ C(L,B) : f bounded}. C(L,B) and Cb(L,B) are also
vector lattices and algebras.

Note that X ∈ B iff 1 ∈ C(L,B) iff C(L,B) = C(L).

Throughout this section E denotes a ring such that Cb(L,B) ⊂ E ⊂
C(L,B).

3.1 Proposition. E is a vector lattice satisfying the conditions (C1)–
(C3).

Proof. Let f ∈ E and a ∈ R be given. Choose B ∈ B and g ∈
C(L,B) such that {f 6= 0} ⊂ B and g | B = 1. W.l.o.g. we can assume
0 ≤ g ≤ 1. Then g ∈ Cb(L,B), hence ag ∈ Cb(L,B) and so ag ∈ E which
implies af = agf ∈ E. Now define F := {f ≥ 1}, G := {f ≤ −1} and
h := max(−g, min(f, g)). Then h ∈ Cb(L,B), −1 ≤ h ≤ 1, h | F = 1 and
h | G = −1. Let ` := hf − |f |.

We have `(x) = 0 for x ∈ F ∪G and |`(x)| ≤ |h(x)| · |f(x)|+ |f(x)| ≤
2|f(x)| ≤ 2 for x /∈ F ∪G. Thus ` ∈ Cb(L,B) ⊂ E and so |f | = hf−` ∈ E.
This shows that E is a vector lattice. It is easy to see that E satisfies the
conditions (C1)–(C3).

3.2 Lemma. The topology τ(E) is independent of E, i.e. τ(E) =
τ(Cb(L,B)) = τ(C(L,B)).

Proof. The inclusions τ(Cb(L,B)) ⊂ τ(E) ⊂ τ(C(L,B)) are ob-
vious. If f ∈ C(L,B) then g := min(2, f+) ∈ Cb(L,B) and {f>1} =
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{g>1} ∈ τ(Cb(L,B)). Since the family G(C(L,B)) = {{f > 1} : f ∈
C(L,B)} is a basis for the topology τ(C(L,B)) (cf. [2], 3.1), we obtain
τ(C(L,B)) = τ(Cb(L,B)).

In the same way one can show that the set systems G(E), H(E) and
σ(E) do not depend on E.

3.3 Lemma. For any f ∈ E there exists g ∈ E such that 0 ≤ g ≤ 1
and fg = f .

Proof. For a given f ∈ E choose B ∈ B and ĝ ∈ C(L,B) such that
{f 6= 0} ⊂ B and ĝ | B = 1. Then g := max(0, min(1, ĝ)) ∈ Cb(L,B) ⊂ E
and fg = f .

If J is a maximal ideal in E then it is a simple consequence of 3.3
that E/J , the residue-class ring generated by J , is even a field.

3.4 Lemma. Consider a maximal ideal J in E and let f∗ ∈ E be
such that [f∗] is the unit element of the residue-class field E/J .

a) There exists a function g ∈ E such that 0 ≤ g ≤ 1 and [f∗] = [g].
b) [rf∗] 6= [0] for all r ∈ R \ {0} (and hence [rf∗] 6= [sf∗] for r 6= s).

Proof. a) By 3.3, we can find g ∈ E satisfying 0 ≤ g ≤ 1 and
f∗ = gf∗. Then [f∗] = [gf∗] = [g][f∗] = [g].

b) Assume that [rf∗] = [0] for some r 6= 0. Then [f∗] = [r−1f∗][rf∗] =
[r−1f∗][0] = [0] which is impossible.

Definition. A maximal ideal J in E is called
(i) real if E/J = {[rf∗] : r ∈ R};
(ii) fixed if J = {f ∈ E : f(y) = 0} for some y ∈ X.

We can now prove the main result of this section.

3.5 Theorem. The following statements are equivalent:
(S1) X is E-compact.
(S6) Every real maximal ideal in E is fixed.
(S7) Every nonzero multiplicative linear functional on E is an evalua-

tion

Proof. (S1) =⇒ (S6) Let J be a real maximal ideal in E and let
f∗ ∈ E be such that [f∗] is the unit element of the field E/J . Choose a
function g ∈ E such that 0 ≤ g ≤ 1 and {f∗ 6= 0} ⊂ {g = 1}.

Define Z(J ) := {{f ≤ 1} ∩ {g = 1} : f ∈ J }. It is obvious that
φ 6= Z(J ) ⊂ H(E).

In addition, we have

(3.1) φ /∈ Z(J ).

Assume that {f ≤ 1} ∩ {g = 1} = φ for some f ∈ J . W.l.o.g. we can
assume f ≥ 0. Then {f∗ 6= 0} ⊂ {g = 1} ⊂ {f > 1}. Define h(x) := f(x)
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or f(x)−1 according as f(x) ≤ 1 or f(x) ≥ 1. It is easy to see that
h ∈ Cb(L,B) and so h ∈ E. Since f∗ = gf∗ = fhf∗ and f ∈ J , we
conclude f∗ ∈ J and hence [f∗] = [0] which is impossible.

Furthermore,

(3.2) Z(J ) has the fip.

Assuming the contrary, there exist functions f1, . . . , fn ∈ J such that
⋂{{fi ≤ 1} ∩ {g = 1} : i = 1, . . . , n} = φ. Then f :=

n∑
i=1

f2
i ∈ J and so

φ = {f ≤ 1} ∩ {g = 1} ∈ Z(J ) which contradicts (3.1).
It follows from (3.2) that Z(J ) is contained in some H(E)-ultrafilter

M. Next we show that

(3.3) M is E-stable.

For this purpose let f ∈ E be given. As J is real, [|f |] = [rf∗] = [rgf∗] =
[rg] for some r ∈ R. Then h := |f | − rg ∈ J and hence Z := {h≤1} ∩
{g=1} ∈ Z(J ) ⊂ M. Since f is bounded on Z, (3.3) follows.

According to (S1) we have y ∈ ⋂
M for some y ∈ X. This implies

f(y) = 0 for all f ∈ J and so J = {f ∈ E : f(y) = 0}, i.e. J is fixed.
(S6) =⇒ (S7) Let Φ 6= 0 be a multiplicative linear functional on E and

define J := {f ∈ E : Φ(f) = 0}. It is standard to show that J is a real
maximal ideal in E. According to (S6), we have J = {f ∈ E : f(y) = 0}
for some y ∈ X which implies Φ = Iy.

(S7) =⇒ (S1) Let M be an E-stable H(E)-ultrafilter and define
Φ(f) := sup{t ∈ [0,∞) : {f ≥ t} ∈ M ∪ {X}} for f ∈ E+. Then
Φ(f) ∈ [0,∞) for all f ∈ E+ and Φ(f) > 0 for some f ∈ E+.

It is not hard to verify that Φ is additive, positively homogeneous and
multiplicative. Defining Φ(f) := Φ(f+)− Φ(f−) for all f ∈ E, we obtain
a multiplicative linear functional Φ 6= 0 on E. By (S7) we have Φ = Iy for
some y ∈ X which implies y ∈ ⋂

M.

We will close this section with two examples of rings E that are prop-
erly included between Cb(L,B) and C(L,B).

3.6 Examples. a) Let X be a topological space, B = {X} and L =
F(X). Then Cb(L,B) = Cb(X) and C(L,B) = C(X). In [5] there is given
an example of a ring E strictly between Cb(X) and C(X).

b) For any measure space (X,A, µ), E := L∞(X,A, µ) is a ring satis-
fying Cb(A) ⊂ E ⊂ C(A). In the special case X = R, A = B(R) and µ =
Lebesgue measure, E is strictly between Cb(A) and C(A).
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4. The ring C(L,B)

The following result is shown within the proof of Theorem 3.1. in [3].

4.1 Proposition. E :=C(L,B) satisfies the condition (C4), andM(E)
consists exactly of those measures that integrate every function f ∈ E, i.e.
for a measure µ on σ(E) we have µ ∈M(E) iff E ⊂ L1(µ).

The following characterization theorem is an immediate consequence
of 2.2, 3.5 and 4.1.

4.2 Theorem. For E := C(L,B) the statements (S1)–(S7) are equiv-
alent.

We now apply 4.2 to several special cases. First we consider a measur-
able space (X,A). Then C(A) is the ring of all A-measurable real-valued
functions on X. Since H(C(A)) = A, we infer from 4.2 and 4.1

4.3 Corollary. For a measurable space (X,A), the following state-
ments are equivalent:

(1) X is C(A)-compact.
(2) For every measure µ on A with C(A) = L1(µ), the set S(µ) :=⋂{A ∈ A : µ(A) = µ(X)} is τ(C(A))-compact and µ∗(S(µ)) =

µ(X).
(3) For every measure µ on A with C(A) = L1(µ), we have µ(A) =

sup{µ∗(K) : K ⊂ A, K τ(C(A))-compact} for A ∈ A.
(4) Every measure µ on A with C(A) = L1(µ) is A-τ -smooth.
(5) X is A-complete.
(6) Every real maximal ideal in C(A) is fixed.
(7) Every nonzero multiplicative linear functional on C(A) is an eval-

uation.

4.4 Remark. Using the fact that the σ-algebra A is a basis for the
τ(C(A))-open sets, it is not hard to see that statement (2) of 4.3 is equiv-
alent to

(2∗) Every measure µ on A with C(A) = L1(µ) is a finite linear com-
bination of Dirac measures.

In the remaining part of this section let X be a topological space.
First we consider the ring E = C(X) of all continuous real-valued func-
tions on X. Then E = C(F(X)) = C(Z(X)), H(E) = Z(X) and M(E) =
{µ ∈ M0(X) : C(X) ⊂ L1(µ)}. If X is completely regular, then τ(C(X))
is the given topology on X and, by [1], Corollary 2.3, both Z(X)-complet
eness and B0(X)-completeness are properties equivalent to realcompact-
ness. Thus we infer from 4.2, 4.3 and 4.4

4.5 Corollary. For a completely regular space X the following state-
ments are equivalent:

(1) X is C(X)-compact.
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(2) For every µ ∈M0(X) with C(X) ⊂ L1(µ), supp(µ) ∈ K(X) and
µ∗(supp(µ)) = µ(X).

(3) Every µ ∈M0(X) with C(X) ⊂ L1(µ) is tight.
(4) Every µ ∈M0(X) with C(X) ⊂ L1(µ) is τ -smooth.
(5) X is realcompact.
(6) X is C(B0(X))-compact.
(7) Every µ ∈ M0(X) with C(B0(X)) = L1(µ) is a finite linear

combination of Dirac measures.
(8) Every real maximal ideal in C(B0(X)) is fixed.
(9) Every nonzero multiplicative linear functional on C(B0(X)) is an

evaluation.

Remark. In view of 4.5, Theorem 3.5 (for E = C(X) and X com-
pletely regular) is a well-known characterization of realcompactness ([7]).

In accordance with [9], B(X)-complete topological spaces X are called
Borel-complete. By means of 4.3, these spaces can be characterized in the
following way.

4.6 Corollary. A topological space X is Borel-complete iff it is
C(B(X))-compact.

Our final application of 4.3 is concerned with the algebra E(X) of
clopen subsets of X. It is well-known (see [3], p. 176) that a zero-dimensi-
onal Hausdorff space X is N-compact (i.e. homeomorphic to a closed subset
of some power of N) iff X is σ(E(X))-complete. Thus we obtain from 4.3

4.7 Corollary. For a zero-dimensional Hausdorff space X,N-compact-
ness and C(σ(E(X)))-compactness are equivalent properties.

5. The ring Cb(L,B)

Here is the main result of this section.

5.1 Theorem. For E := Cb(L,B) the following statements are equiv-
alent:

(S1) X is E-compact.
(S2) For µ ∈M(E) and H ∈ H(E), the set S(µ,H) :=

⋂{H \G : G ∈
G(E) with µ(G) = 0} is τ(E)-compact and µ∗(S(µ,H)) = µ(H).

(S6∗) Every maximal ideal in E is fixed.
(S7) Every nonzero multiplicative linear functional on E is an evalua-

tion.
(S8) X is H(E)-complete and E = C(L,B).
(S9) Every set H ∈ H(E) is τ(E)-compact.

Proof. Since every maximal ideal in E is real ([8]), the equivalences
(S1) ⇐⇒ (S6∗) ⇐⇒ (S7) are an immediate consequence of 3.5.
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(S1) =⇒ (S2) holds by 2.2.
(S2) =⇒ (S8) By 2.2, X is H(E)-complete. To prove E = C(L,B) we
assume the contrary. Then there exists a function f ∈ C(L,B)\E. Choose
g ∈ E such that {f 6= 0} ⊂ {g ≥ 1} and put H := {g ≥ 1} ∈ H(E). For
every n ∈ N, there is a point xn ∈ X such that |f(xn)| > n. Then

µ :=
∞∑

n=1
2−nδxn

∈ M(E) and {x1, x2, . . . } ⊂ S(µ,H). As S(µ, H) is

τ(E)-compact, the sequence (xn) has a cluster point x̂ ∈ S(µ,H). Then
Û := {x ∈ X : |f(x) − f(x̂)| < 1} is a neighborhood of x̂ (cf. 3.2). Thus
there exists a subsequence (xnk

) of (xn) such that xnk
∈ Û for all k ∈ N.

This implies |f(x̂)| ≥ |f(xnk
)| − |f(xnk

) − f(x̂)| > |f(xnk
)| − 1 > nk − 1

for all k ∈ N which, however, is impossible since f is real-valued. This
contradiction proves the claim E = C(L,B).
(S8) =⇒ (S1) follows from 4.2.
(S1) =⇒ (S9) By 2.1, H(E) is a compact class. Therefore the proof of the
τ(E)-compactness of an H(E)-set H is similar to that of (S1) =⇒ (S2),
part (α).
(S9) =⇒ (S8) Let f ∈ C(L,B) be given. Choose an g ∈ E such that
{f 6= 0} ⊂ {g ≥ 1}. Since {g ≥ 1} is τ(E)-compact and f is τ(E)-
continuous (cf. 3.2), f is bounded. Hence E = C(L,B). Furthermore, it
follows from (S9) that every H(E)-ultrafilter has nonvoid intersection. In
particular, X is H(E)-complete.

Next we will give a topological application of 5.1. For this purpose we
consider a completely regular space X together with the ring E = Cb(X).
Then E = Cb(F(X)) = Cb(Z(X)), H(E) = Z(X), M(E) = M0(X), and
τ(E) equals the given topology on X. In this case the statements (S5),
(S4) and (S3) mean realcompactness, measure-compactness and strong
measure-compactness, respectively (cf. [11]). Since there exist both real-
compact spaces X that are not measure-compact and measure-compact
spaces X that are not strongly measure-compact ([10, 11]), we see that
the implications (S5) =⇒ (S4) =⇒ (S3) are not true, in general. On the
other hand, the subsequent Theorem 5.2 states that (for E = Cb(X) and
X completely regular) each of the statements (S1) and (S2) is equivalent to
compactness. Since a Polish space is strongly measure-compact, we thus
infer from 5.2 that for every non-compact Polish space X (and E = Cb(X))
the implication (S3) =⇒ (S2) ( ⇐⇒ (S2∗)) is false.

5.2 Theorem. For a completely regular space X, the following state-
ments are equivalent:

(1) X is Cb(X)-compact.
(2) For every µ ∈M0(X), we have supp(µ) ∈ K(X) and µ∗(supp(µ))

= µ(X).
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(2’) For every µ ∈ M0(X), there is some K ∈ K(X) with µ∗(K) =
µ(X).

(2”) For every µ ∈M0(X) \ {0}, we have supp(µ) ∈ K(X) \ {φ}.
(3) Every maximal ideal in Cb(X) is fixed.
(4) Every nonzero multiplicative linear functional on Cb(X) is an

evaluation.
(5) X is realcompact and pseudocompact.
(6) X is compact.

Proof. Since Z(X)-completeness is the same as realcompactness, the
equivalence of the statements (i), i = 1, . . . , 6, is a direct consequence of
5.1 (with L ∈ {F(X), Z(X)},B = {X}) and 2.3b).

(2) =⇒ (2’) is trivial.
(2’) =⇒ (2”) Let µ ∈ M0(X) \ {0}. By assumption, there is a set

K ∈ K(X) with µ∗(K) = µ(X). So µ is tight and hence supp(µ) 6= φ. On
the other hand, we have supp(µ) ⊂ K which implies supp(µ) ∈ K(X).

(2”) =⇒ (2) By [10], 2.1, X is measure-compact. Thus, for every µ ∈
M0(X), we have µ∗(supp(µ)) = µ(X) and, of course, supp(µ) ∈ K(X).

Remark. Whereas the statements (3), (4) and (5) of 5.2 are well-
known characterizations of compactness (see [7]), the equivalence of the
statements (2), (2’), (2”) and (6) seems to be a new result in topological
measure theory.
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