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#### Abstract

The present paper is concerned with the oscillation of the second order linear difference equation $\Delta\left(c_{n-1} \Delta u_{n-1}\right)+q_{n} u_{n}=0, n \geq 1$, where $\Delta$ is the usual forward difference operator $\Delta u_{n}=u_{n+1}-u_{n},\left\{c_{n}\right\}$ and $\left\{q_{n}\right\}$ are sequences of real numbers with $c_{n}>0$. Using summation averaging technique, some new oscillation criteria are obtained and the discrete analogue of known results due to Kamenev and Philos for the corresponding differential equations are established.


## 1. Introduction

Consider the second order difference equation

$$
\begin{equation*}
\Delta\left(c_{n-1} \Delta u_{n-1}\right)+q_{n} u_{n}=0, \quad n \geq 1 \tag{E}
\end{equation*}
$$

where $\Delta$ denotes the forward difference operator $\Delta u_{n}=u_{n+1}-u_{n},\left\{c_{n}\right\}$ and $\left\{q_{n}\right\}$ are sequences of real numbers with $c_{n}>0$ for all integers $n \geq 0$.

By a solution of equation (E) we mean a real sequence $\left\{u_{n}\right\}, n=$ $0,1, \ldots$ satisfying equation (E).

A nontrivial solution $\left\{u_{n}\right\}$ of equation ( E ) is said to be nonoscillatory if there exists $N \geq 0$ such that $u_{n+1} u_{n}>0$ for all $n \geq N$ and oscillatory otherwise. Equation (E) is called oscillatory if all its solutions are oscillatory. It is known that if equation (E) has an oscillatory solution, then all its solutions are oscillatory (see [5, pp. 153]).

The oscillatory, nonoscillatory and asymptotic properties of equation (E) have been considered extensively by many authors. Among the papers
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dealing with these subjects the reader is referred to $[3,4,6,8-10,12,14$, $15]$ and to $[2,5,13]$ for the general theory of the difference equations.

The oscillation problem of the continuous version of equation (E) i.e., the second order linear differential equation

$$
\begin{equation*}
\left(c(t) u^{\prime}(t)\right)^{\prime}+q(t) u(t)=0, \quad t \geq 0 \quad\left({ }^{\prime}=d / d t\right) \tag{1}
\end{equation*}
$$

has been the subject of numerous investigations e.g., see [7, 11, 16-18, 20, 21]. Motivated by Kamenev [11], most of the recent and useful oscillation criteria regarding equation $\left(\mathrm{E}_{1}\right)$, particularly for the special case

$$
\begin{equation*}
u^{\prime \prime}(t)+q(t) u(t)=0, \quad t \geq t_{0} \geq 0 \tag{2}
\end{equation*}
$$

involve the behavior of the averaging function $A_{m}(t)$ where

$$
A_{m}(t)=\frac{1}{t^{m}} \int_{t_{0}}^{t}(t-s)^{m} q(s) d s, \quad m \text { is a positive integer. }
$$

Therefore it is of interest to obtain discrete analogues of such criteria and to note the similarities and differences which may arise. The main purpose of the present paper is to proceed further in this direction. To this end, we will make use of the averaging sum $S_{m}(n)$ defined by

$$
S_{m}(n)=\frac{1}{n^{(m)}} \sum_{k=N}^{n}\left\{(n-k)^{(m)} q_{n}-m(n+1-k)^{(m-1)} c_{k-1}\right\}, \quad n \geq N \geq 0
$$

where

$$
(n-k)^{(m)}=(n-k)(n-(k-1))(n-(k-2)) \cdots(n-(k-(m-1)))
$$

for $n \geq k$ and an integer $m \geq 1$.
In fact, some new oscillation results are established as well as the discrete analogues of some well-known results due to Kamenev [11] and Philos [17] for equation ( $\mathrm{E}_{2}$ ).

Before stating and proving the main results in Section 2, we prove some preparatory lemmas which are interesting in their own right.

Lemma 1.1. For any real sequence $\left\{x_{n}\right\}$ and any integer $N \geq 0$, we have

$$
\begin{gathered}
\sum_{k=N}^{n}(n-k)^{(m)} \Delta x_{k}=-(n+1-N)^{(m)} x_{N}+m \sum_{k=N}^{n}(n+1-k)^{(m-1)} x_{k}, \\
n \geq N \geq 0 .
\end{gathered}
$$

Proof. Let

$$
y_{k}=(n+1-k)^{(m)} x_{k} .
$$

Differencing with respect to $k$,

$$
\Delta y_{k}=(n-k)^{(m)} \Delta x_{k}-m(n+1-k)^{(m-1)} x_{k}
$$

Summing from $N$ to $n$, we obtain

$$
y_{n+1}-y_{N}=\sum_{k=N}^{n}(n-k)^{(m)} \Delta x_{k}-m \sum_{k=N}^{n}(n+1-k)^{(m-1)} x_{k} .
$$

Thus, since $y_{n+1}=0$, we get

$$
\sum_{k=N}^{n}(n-k)^{(m)} \Delta x_{k}=-(n+1-N)^{(m)} x_{N}+m \sum_{k=N}^{n}(n+1-k)^{(m-1)} x_{k}
$$

Which is our desired result.
Lemma 1.2 [1]. Let $\left\{x_{n}\right\}$ be a sequence of real numbers. If

$$
\liminf _{n \rightarrow \infty} \Delta^{r} x_{n}>0 \text { for some integer } r \geq 1 \text {, }
$$

then

$$
\lim _{n \rightarrow \infty} \Delta^{i} x_{n}=\infty \text { for } 0 \leq i \leq r-1
$$

Lemma 1.3. Assume that the sequences of real numbers $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ are such that the sequence $\left\{\Delta^{r} b_{n}\right\}$ is increasing for some integer $r \geq 0$, and $\Delta^{r} b_{n} \rightarrow \infty$ as $n \rightarrow \infty$. Then

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{\Delta^{r+1} a_{n}}{\Delta^{r+1} b_{n}} \geq \limsup _{n \rightarrow \infty} \frac{a_{n}}{b_{n}} \geq \liminf _{n \rightarrow \infty} \frac{a_{n}}{b_{n}} \geq \liminf _{n \rightarrow \infty} \frac{\Delta^{r+1} a_{n}}{\Delta^{r+1} b_{n}} . \tag{1.1}
\end{equation*}
$$

Proof. First, we prove that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{\Delta^{r+1} a_{n}}{\Delta^{r+1} b_{n}} \geq \limsup _{n \rightarrow \infty} \frac{a_{n}}{b_{n}}, \tag{1.2}
\end{equation*}
$$

and the remaining part of (1.1) goes the same way. Now, let

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{\Delta^{r+1} a_{n}}{\Delta^{r+1} b_{n}}=L . \tag{1.3}
\end{equation*}
$$

Clearly, (1.2) is satisfied if $L=\infty$. If $L \in(-\infty, \infty)$, (1.3) implies the existence of an integer $N(\varepsilon)$ such that

$$
\begin{equation*}
\frac{\Delta^{r+1} a_{n}}{\Delta^{r+1} b_{n}}<L+\varepsilon, \quad \text { for all } \varepsilon>0 \quad \text { and } n \geq N(\varepsilon) \tag{1.4}
\end{equation*}
$$

Since $\Delta^{r} b_{n}$ is increasing, the number $N(\varepsilon)$ can be chosen so large that $\Delta^{r+1} b_{n}>0$ for all $n \geq N(\varepsilon)$. Therefore, (1.4) implies that

$$
\begin{equation*}
\Delta^{r+1} a_{n}<(L+\varepsilon) \Delta^{r+1} b_{n}, \quad n \geq N(\varepsilon) . \tag{1.5}
\end{equation*}
$$

Summing (1.5) from $N$ to $n$, we get

$$
\begin{equation*}
\Delta^{r} a_{n+1}-\Delta^{r} a_{N}<(L+\varepsilon)\left(\Delta^{r} b_{n+1}-\Delta^{r} b_{N}\right), \quad n \geq N(\varepsilon) . \tag{1.6}
\end{equation*}
$$

Dividing both sides of (1.6) by $\Delta^{r} b_{n+1}$ and taking the upper limit as $n \rightarrow \infty$, we obtain

$$
\limsup _{n \rightarrow \infty} \frac{\Delta^{r} a_{n+1}}{\Delta^{r} b_{n+1}} \leq L+\varepsilon, \quad \text { for all } \varepsilon>0
$$

then

$$
\limsup _{n \rightarrow \infty} \frac{\Delta^{r} a_{n+1}}{\Delta^{r} b_{n+1}} \leq L
$$

or

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{\Delta^{r+1} a_{n}}{\Delta^{r+1} b_{n}} \geq \limsup _{n \rightarrow \infty} \frac{\Delta^{r} a_{n}}{\Delta^{r} b_{n}} . \tag{1.7}
\end{equation*}
$$

On the other hand, Lemma 1.2 implies that $\Delta^{i} b_{n} \rightarrow \infty$ as $n \rightarrow \infty$, for $0 \leq i \leq r$. Then, in a similar fashion as that implying (1.7), one can prove that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{\Delta^{i+1} a_{n}}{\Delta^{i+1} b_{n}} \geq \limsup _{n \rightarrow \infty} \frac{\Delta^{i} a_{n}}{\Delta^{i} b_{n}}, \quad 0 \leq i \leq r-1 . \tag{1.8}
\end{equation*}
$$

Combining (1.7) and (1.8), we obtain (1.2).
Finally, if $L=-\infty$, then for any $\bar{M}<0$, we have

$$
\limsup _{n \rightarrow \infty} \frac{\Delta^{r+1} a_{n}}{\Delta^{r+1} b_{n}}<\bar{M} .
$$

We claim that $\lim \sup _{n \rightarrow \infty} a_{n} / b_{n}=-\infty$. Suppose not, then

$$
\limsup _{n \rightarrow \infty} \frac{a_{n}}{b_{n}} \geq M>-\infty .
$$

Using similar arguments as before, we obtain that $\bar{M}>M$ for any $\bar{M}<0$. Thus, $M$ can not be finite. This contradiction completes the proof.

Now, for some integers $m \geq 1$, define $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ as follows

$$
a_{n}=\sum^{n}(n-k)^{(m)} f_{k} \quad \text { and } \quad b_{n}=n^{(m)} .
$$

An easy computation gives

$$
\Delta^{m} a_{n}=m!\sum^{n} f_{k} \quad \text { and } \quad \Delta^{m+1} a_{n}=m!f_{n+1}
$$

and

$$
\Delta^{m-1} b_{n}=m!(n+m-1)
$$

then

$$
\Delta^{m-1} b_{n} \rightarrow \infty \text { as } n \rightarrow \infty \text { and } \Delta^{m} b_{n}=m!
$$

Then, as an application of the preceding lemma, we obtain the following result:

Lemma 1.4. For any integer $m \geq 1$ and real sequence $\left\{f_{n}\right\}$ we have,

$$
\begin{align*}
\limsup _{n \rightarrow \infty} \frac{f_{n}}{m} & \geq \limsup _{n \rightarrow \infty} \frac{1}{n^{(m)}} \sum^{n}(n-k)^{(m-1)} f_{k} \\
& \geq \liminf _{n \rightarrow \infty} \frac{1}{n^{(m)}} \sum^{n}(n-k)^{(m-1)} f_{k} \geq \liminf _{n \rightarrow \infty} \frac{f_{n}}{m} \tag{1.9}
\end{align*}
$$

and

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \sum^{n} f_{k} \geq \limsup _{n \rightarrow \infty} \frac{a_{n}}{b_{n}} \geq \liminf _{n \rightarrow \infty} \frac{a_{n}}{b_{n}} \geq \liminf _{n \rightarrow \infty} \sum^{n} f_{k} \tag{1.10}
\end{equation*}
$$

## 2. Main results

Theorem 2.1. Suppose that there exist an integer $m \geq 1$ and a real sequence $\left\{\phi_{s}\right\}$ such that

$$
\begin{gathered}
\limsup _{n \rightarrow \infty} \frac{1}{n^{(m)}} \sum_{k=s}^{n}\left[(n-k)^{(m)} q_{k}-m(n+1-k)^{(m-1)} c_{k-1}\right] \geq \phi_{s} \\
s \geq 1
\end{gathered}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n^{(m)}} \sum_{k=1}^{n}\left[(n+1-k)^{(m-1)} \sqrt{n-k} \phi_{k}^{+}\right]=\infty \tag{2.2}
\end{equation*}
$$

where $\phi_{k}^{+}=\max \left\{\phi_{k}, 0\right\}$. Then equation (E) is oscillatory.
Proof. Assume that $\left\{u_{n}\right\}$ is a nonoscillatory solution of equation (E). Without loss of generality, one can assume that $u_{n}$ is eventually positive. Thus, $u_{n}>0$ for all $n \geq N-1 \geq 0, N$ is sufficiently large. Let

$$
w_{n}=c_{n-1} \frac{\Delta u_{n-1}}{u_{n-1}}, \quad n \geq N .
$$

Then it follows from equation (E) that

$$
\begin{equation*}
\Delta w_{k}=-q_{k}-\frac{w_{k}^{2}}{w_{k}+c_{k-1}}, \quad k \geq N . \tag{2.3}
\end{equation*}
$$

Multiplying both sides of (2.3) by $(n-k)^{(m)}, m \geq 1$ and summing from $N$ to $n$, we have

$$
\sum_{k=N}^{n}(n-k)^{(m)} \Delta w_{k}=-\sum_{k=N}^{n}(n-k)^{(m)} q_{k}-\sum_{k=N}^{n}(n-k)^{(m)} \frac{w_{k}^{2}}{w_{k}+c_{k-1}}, \quad n \geq N
$$

But Lemma 1.1 yields

$$
\sum_{k=N}^{n}(n-k)^{(m)} \Delta w_{k}=-(n+1-N)^{(m)} w_{N}+m \sum_{k=N}^{n}(n+1-k)^{(m-1)} w_{k},
$$

hence

$$
\begin{align*}
&-(n+1-N)^{(m)} w_{N}=-\sum_{k=N}^{n}(n-k)^{(m)} q_{k}  \tag{2.4}\\
&-\sum_{k=N}^{n}(n-k)^{(m)} \frac{w_{k}^{2}}{w_{k}+c_{k-1}}-m \sum_{k=N}^{n}(n+1-k)^{(m-1)} w_{k}
\end{align*}
$$

or

$$
\begin{gather*}
(n+1-N)^{(m)} w_{N}  \tag{2.5}\\
=\sum_{k=N}^{n}\left[(n-k)^{(m)} q_{k}-m(n+1-k)^{(m-1)} c_{k-1}\right]+\sum_{k=N}^{n} \Omega_{n, k},
\end{gather*}
$$

where $\Omega_{n, k}=(n-k)^{(m)} w_{k}^{2} /\left(w_{k}+c_{k-1}\right)+m(n+1-k)^{(m-1)}\left(w_{k}+c_{k-1}\right)$. Dividing both sides of (2.5) by $n^{(m)}$ and taking the upper limit as $n \rightarrow \infty$, we get

$$
w_{N} \geq \phi_{N}+\liminf _{n \rightarrow \infty} \frac{1}{n^{(m)}} \sum_{k=N}^{n} \Omega_{n, k} .
$$

Thus

$$
\begin{equation*}
w_{n} \geq \phi_{n} \quad \text { for all } n \geq N, \tag{2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \frac{1}{n^{(m)}} \sum_{k=N}^{n} \Omega_{n, k}<\infty \tag{2.7}
\end{equation*}
$$

By applying the Arithmetic-Geometric mean, we obtain

$$
\begin{aligned}
\Omega_{n, k} & \geq 2(n+1-k)^{(m-1)}\left[m(n-k) w_{k}^{2}\right]^{1 / 2} \\
& =2(n+1-k)^{(m-1)}[m(n-k)]^{1 / 2}\left|w_{k}\right| .
\end{aligned}
$$

But (2.6) implies that $\left|w_{k}\right| \geq \phi_{k}^{+}$, for all $k \geq N$. Then

$$
\Omega_{n, k} \geq 2[m(n-k)]^{1 / 2}(n+1-k)^{(m-1)} \phi_{k}^{+}, \quad n \geq k \geq N .
$$

Summing the above inequality from $N$ to $n$, and dividing by $n^{(m)}$, we get

$$
\begin{align*}
\frac{1}{n^{(m)}} \sum_{k=N}^{n} \Omega_{n, k} \geq \frac{2 \sqrt{m}}{n^{(m)}} \sum_{k=N}^{n}\left[\sqrt{n-k}(n+1-k)^{(m-1)} \phi_{k}^{+}\right] &  \tag{2.8}\\
& n \geq k \geq N
\end{align*}
$$

Now, using (2.2) and (2.8), we conclude that

$$
\lim _{n \rightarrow \infty} \frac{1}{n^{(m)}} \sum_{k=N}^{n} \Omega_{n, k}=\infty
$$

which contradicts (2.7). This completes the proof.
The following corollaries are immediate consequences of Theorem 2.1.
Corollary 2.1. Suppose that there exists a positive integer $m \geq 1$ such that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{1}{n^{(m)}} \sum_{k=1}^{n}\left[(n-k)^{(m)} q_{k}-m(n+1-k)^{(m-1)} c_{k-1}\right]=\infty . \tag{2.9}
\end{equation*}
$$

Then equation (E) is oscillatory.
In the following result, we consider equation ( E ) with $c_{n} \equiv 1$, i.e., the equation

$$
\begin{equation*}
\Delta^{2} u_{n-1}+q_{n} u_{n}=0, \quad n \geq 1 . \tag{3}
\end{equation*}
$$

Corollary 2.2. If there exists an integer $m \geq 1$ such that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{1}{n^{(m)}} \sum_{k=1}^{n}(n-k)^{(m)} q_{k}=\infty \tag{2.10}
\end{equation*}
$$

then equation $\left(\mathrm{E}_{3}\right)$ is oscillatory.

Remark 2.1.

1. In the above results, we do not require any explicit restrictions on $\sum^{\infty} c_{k}$ or $\sum^{\infty} c_{k}^{-1}$ as it is noted in $[3,8,12]$.
2. Corollary 2.2 improves and unifies the discrete versions of the wellknown oscillation criteria of Kamenev [11] and Wintner [18]. Furthermore, when $m=1$, Corollary 2.2 does not have a continuous analogue as it was shown by Hartman [7], who proved that the condition

$$
\limsup _{n \rightarrow \infty} \frac{1}{t} \int_{t_{0}}^{t}(t-s) q(s) d s=\infty
$$

can not, generally, insure the oscillation of equation $\left(\mathrm{E}_{2}\right)$.
Theorem 2.2. Let condition (2.1) hold and assume that

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \frac{1}{n^{(m)}} \sum_{k=N}^{n}(n-k)^{(m)} \frac{\left(\phi_{k}^{+}\right)^{2}}{\phi_{k}^{+}+c_{k-1}}  \tag{2.11}\\
&+m(n+1-k)^{(m-1)}\left(\phi_{k}+c_{k-1}\right)=\infty .
\end{align*}
$$

Then equation (E) is oscillatory.
Proof. Let $\left\{u_{n}\right\}$ be a nonoscillatory solution of equation (E). As in the proof of Theorem 2.1, we obtain (2.7). On the other hand

$$
\begin{equation*}
\frac{w_{k}^{2}}{w_{k}+c_{k-1}} \geq \frac{w_{k}^{2}}{\left|w_{k}\right|+c_{k-1}}=c_{k-1} \frac{\left(w_{k} / c_{k-1}\right)^{2}}{\left|w_{k} / c_{k-1}\right|+1}, \quad k \geq N . \tag{2.12}
\end{equation*}
$$

Using (2.6), we have

$$
\left|\frac{w_{k}}{c_{k-1}}\right| \geq \frac{\phi_{k}^{+}}{c_{k-1}}, \quad k \geq N
$$

but, $f(x)=x^{2} /(x+1)$ is an increasing function for the positive values of $x$. Then we get the following estimate of the right hand side of (2.12)

$$
c_{k-1} \frac{\left(w_{k} / c_{k-1}\right)^{2}}{\left|w_{k} / c_{k-1}\right|+1} \geq c_{k-1} \frac{\left(\phi_{k}^{+} / c_{k-1}\right)^{2}}{\left(\phi_{k}^{+} / c_{k-1}\right)+1}, \quad k \geq N
$$

or

$$
\begin{equation*}
\frac{w_{k}^{2}}{w_{k}+c_{k-1}} \geq \frac{\left(\phi_{k}^{+}\right)^{2}}{\phi_{k}^{+}+c_{k-1}}, \quad k \geq N \tag{2.13}
\end{equation*}
$$

By the use of (2.6) and (2.13), (2.7) implies that

$$
\begin{align*}
& \liminf _{n \rightarrow \infty} \frac{1}{n^{(m)}} \sum_{k=N}^{n}(n-k)^{(m)} \frac{\left(\phi_{k}^{+}\right)^{2}}{\phi_{k}^{+}+c_{k-1}}  \tag{2.14}\\
& \quad+m(n+1-k)^{(m-1)}\left(\phi_{k}+c_{k-1}\right)<\infty,
\end{align*}
$$

which contradicts (2.11), so the theorem follows.
Corollary 2.3. Suppose that (2.1) holds. If either

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n^{(m)}} \sum_{k=N}^{n}(n+1-k)^{(m-1)}\left(\phi_{k}+c_{k-1}\right)=\infty \tag{2.15}
\end{equation*}
$$

or

$$
\begin{equation*}
\sum_{k=N}^{\infty} \frac{\left(\phi_{k}^{+}\right)^{2}}{\phi_{k}^{+}+c_{k-1}}=\infty, \tag{2.16}
\end{equation*}
$$

then equation (E) is oscillatory.
Proof. The proof is similar to that of Theorem 2.2 and hence is omitted.

Theorem 2.3. If condition (2.1) holds and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=N}^{n} c_{k}=\infty \tag{2.17}
\end{equation*}
$$

then equation ( E ) is oscillatory.
Proof. As in the proof of Theorems 2.1 and 2.2, we obtain (2.7) which yields

$$
\liminf _{n \rightarrow \infty} \frac{1}{n^{(m)}} \sum_{k=N}^{n}(n-k)^{(m)} \frac{w_{k}^{2}}{w_{k}+c_{k-1}}<\infty
$$

and

$$
\liminf _{n \rightarrow \infty} \frac{1}{n^{(m)}} \sum_{k=N}^{n}(n+1-k)^{(m-1)}\left(w_{k}+c_{k-1}\right)<\infty .
$$

In view of Lemma 1.4, the above inequalities imply that

$$
\begin{equation*}
\sum_{k=N}^{\infty} \frac{w_{k}^{2}}{w_{k}+c_{k-1}}<\infty \tag{2.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \frac{1}{n} \sum_{k=N}^{n}\left(w_{k}+c_{k-1}\right)<\infty \tag{2.19}
\end{equation*}
$$

respectively. Using (2.18), we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{w_{n}^{2}}{w_{n}+c_{n-1}}=0 \tag{2.20}
\end{equation*}
$$

then there exists an integer $N_{1} \geq N$ such that

$$
\frac{w_{n}^{2}}{w_{n}+c_{n-1}}<1, \quad \text { for all } n \geq N_{1}
$$

hence

$$
w_{n}^{2}-w_{n}-c_{n-1}<0, \quad \text { for all } n \geq N_{1} .
$$

Completing the square of the left hand side of the above inequality, we get

$$
-\left(1 / 4+c_{n-1}\right)^{1 / 2}<w_{n}-1 / 2<\left(1 / 4+c_{n-1}\right)^{1 / 2}, \quad n \geq N_{1} .
$$

From (2.19), we obtain

$$
\begin{gathered}
\liminf _{n \rightarrow \infty} \frac{1}{n} \sum_{k=N_{1}}^{n}\left[c_{k-1}+1 / 2-\left(1 / 4+c_{k-1}\right)^{1 / 2}\right] \\
\quad \leq \liminf _{n \rightarrow \infty} \frac{1}{n} \sum_{k=N_{1}}^{n}\left(w_{k}+c_{k-1}\right)<\infty
\end{gathered}
$$

which implies that

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \frac{1}{n} \sum_{k=N_{1}}^{n} R_{k}<\infty \tag{2.21}
\end{equation*}
$$

where
$R_{k}=c_{k-1}+1 / 2-\left(1 / 4+c_{k-1}\right)^{1 / 2}=\left(\left(1 / 4+c_{k-1}\right)^{1 / 2}-1 / 2\right)^{2}, \quad k \geq N_{1}$.
But

$$
\begin{aligned}
R_{k} & =\left(\left(1 / 4+c_{k-1}\right)^{1 / 2}-1 / 2\right)^{2} \frac{\left(\left(1 / 4+c_{k-1}\right)^{1 / 2}+1 / 2\right)^{2}}{\left(\left(1 / 4+c_{k-1}\right)^{1 / 2}+1 / 2\right)^{2}} \\
& =\frac{\left(c_{k-1}\right)^{2}}{\left(\left(1 / 4+c_{k-1}\right)^{1 / 2}+1 / 2\right)^{2}}
\end{aligned}
$$

and

$$
\left(1 / 4+c_{k-1}\right)^{1 / 2}>1 / 2, \quad k \geq N_{1},
$$

therefore,

$$
R_{k}=\frac{c_{k-1}}{4}-\frac{c_{k-1}}{16\left(1 / 4+c_{k-1}\right)}>\frac{c_{k-1}}{4}-\frac{1}{16}, \quad k \geq N_{1} .
$$

Now, summing up the above inequality from $N_{1}$ to $n$ then dividing both sides of the resulting inequality by $n$, we get

$$
\frac{1}{n} \sum_{k=N_{1}}^{n} R_{k}>\frac{1}{4 n} \sum_{k=N_{1}}^{n} c_{k-1}-\frac{\left(n-N_{1}+1\right)}{16 n} .
$$

So that

$$
\liminf _{n \rightarrow \infty} \frac{1}{n} \sum_{k=N_{1}}^{n} R_{k} \geq \liminf _{n \rightarrow \infty} \frac{1}{4 n} \sum_{k=N_{1}}^{n} c_{k-1}-\frac{1}{16},
$$

which is impossible in view of (2.17) and (2.21). This completes the proof.

Next, by replacing condition (2.17) with

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{1}{n} \sum^{n} c_{k}=\infty \tag{2.22}
\end{equation*}
$$

and using similar arguments as in the proof of Theorem 2.3, the following result can be proved.

Theorem 2.4. Suppose that condition (2.22) holds and

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \frac{1}{n} \sum_{k=N}^{n}\left[(n-k) q_{k}-c_{k-1}\right]>-\infty \tag{2.23}
\end{equation*}
$$

Then equation (E) is oscillatory .
Remark 2.2. Theorems 2.2-2.4 and Corollary 2.3 are applicable effectively when (2.2) is not satisfied. Furthermore, Theorems 2.3 and 2.4 complete, partially, all the results of [3] that require the restriction

$$
\limsup _{n \rightarrow \infty} \frac{1}{n} \sum^{n} c_{k}<\infty .
$$

Theorem 2.5. If $\left\{c_{n}\right\}$ is bounded, and there exist a real sequence $\left\{\lambda_{n}\right\}$ and a positive integer $m \geq 1$ such that
$\limsup _{n \rightarrow \infty} \frac{1}{n^{(m)}} \sum_{k=s}^{n}(n-k)^{(m)} q_{k} \geq \lambda_{s}, \quad$ for every sufficiently large $s$
and

$$
\begin{equation*}
\sum^{\infty}\left(\lambda_{k}^{+}\right)^{2}=\infty \tag{2.25}
\end{equation*}
$$

where $\lambda_{k}^{+}=\max \left\{\lambda_{k}, 0\right\}$, then equation ( E ) is oscillatory.
Proof. As in the proofs of Theorems 2.1 and 2.3 , one can easily see that (2.20) holds. Then $w_{n} \rightarrow 0$ as $n \rightarrow \infty$ (since $c_{n}$ is bounded). Consequently, (1.9) implies

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n^{(m)}} \sum_{k=N}^{n}(n+1-k)^{(m-1)} w_{k}=0 \tag{2.26}
\end{equation*}
$$

Dividing both sides of (2.4) by $n^{(m)}$, taking the upper limit as $n \rightarrow \infty$ and using (2.26), we have

$$
\begin{equation*}
w_{N} \geq \lambda_{N}+\liminf _{n \rightarrow \infty} \frac{1}{n^{(m)}} \sum_{k=N}^{n}(n-k)^{(m)} \frac{w_{k}^{2}}{w_{k}+c_{k-1}}, \tag{2.27}
\end{equation*}
$$

then (2.18) holds and $w_{n} \geq \lambda_{n}$ for all $n \geq N$. But ( $w_{n}+c_{n-1}$ ) is bounded, there exists a real number $M>0$ such that

$$
\frac{w_{k}^{2}}{w_{k}+c_{k-1}} \geq \frac{w_{k}^{2}}{M}, \quad k \geq N
$$

hence

$$
\frac{w_{k}^{2}}{w_{k}+c_{k-1}} \geq \frac{\left(\lambda_{k}^{+}\right)^{2}}{M}, \quad k \geq N
$$

which, in view of (2.25), implies that

$$
\infty>\sum_{k=N}^{\infty} \frac{w_{k}^{2}}{w_{k}+c_{k-1}} \geq \sum_{k=N}^{\infty}\left(\lambda_{k}^{+}\right)^{2}=\infty
$$

This apparent contradiction, completes the proof.
Remark 2.3. Theorem 2.5 when $c_{n} \equiv 1$ and $m>1$ is the discrete analogue of a known result due to Philos [17] for equation ( $\mathrm{E}_{2}$ ). It, also, improves Theorem 2 of [15] especially when $q_{n} \geq 0$ eventually.

Some General Remarks. 1. The results of this paper are obtained in a form which is essentially new and are independent of those of [19].
2. For the sake of completeness, it is of interest to investigate the oscillatory behavior of equation ( E ) when the limit in condition (2.1) approaches $-\infty$.
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