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#### Abstract

It is proved that an additive arithmetical function $f$ under the fulfilment of the conditions of the Erdős-Wintner theorem has a limit distribution on the subset of the integers $\{n \leq x \mid \omega(n)=k\}$, where $k=k(x)=(1+$ $o(1)) \log \log x$, and $\omega(n)=$ number of prime divisors of $n$. Similar theorems are proved for multiplicative and $q$-additive and $q$-multiplicative functions.


## 1. Introduction

1.1. Let $q \geq 2$ be an integer, the $q$-ary expansion of some $n \in \mathbb{N}_{0}$ let be defined as

$$
\begin{equation*}
n=\sum_{j=0}^{\infty} \varepsilon_{j}(n) q^{j} \tag{1.1}
\end{equation*}
$$

where the digits $\varepsilon_{j}(n)$ are taken from the set $\mathbb{A}_{q}=\{0,1, \ldots, q-1\}$. Let $\mathcal{A}_{q}$ be the set of $q$-additive functions, and $\overline{\mathcal{M}}_{q}$ be the set of $q$-multiplicative
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functions of modulus 1. $f: \mathbb{N}_{0} \rightarrow \mathbb{R}$ belongs to $\mathcal{A}_{q}$, if $f(0)=0$, and

$$
f(n)=\sum_{j=0}^{\infty} f\left(\varepsilon_{j}(n) q^{j}\right) .
$$

We say that $g: \mathbb{N}_{0} \rightarrow \mathbb{C}$ belongs to $\overline{\mathcal{M}}_{q}$, if $g(0)=1,\left|g\left(b q^{j}\right)\right|=1$ for every $b \in \mathbb{A}_{q}$, and

$$
g(n)=\prod_{j=0}^{\infty} g\left(b q^{j}\right) .
$$

Let

$$
\alpha(n)=\sum_{j=0}^{\infty} \varepsilon_{j}(n)
$$

the so called "sum of digits" function and let

$$
\beta_{h}(n)=\sum_{\varepsilon_{j}(n)=h} 1 \quad(h=1, \ldots, q-1) .
$$

H. Delange [1] proved that for some $g \in \overline{\mathcal{M}}_{q}$, the limit

$$
\lim \frac{1}{x} \sum_{n \leq x} g(n)=M(g)
$$

exists and $M(g) \neq 0$, if

$$
\begin{equation*}
m_{j}:=\frac{1}{q} \sum_{c \in \mathbb{A}_{q}} g\left(c q^{j}\right) \neq 0 \quad(j=0,1,2, \ldots) \tag{1.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{j=0}^{\infty}\left(1-m_{j}\right)=\sum_{j=0}^{\infty} \frac{1}{q}\left(\sum_{c \in \mathbb{A}_{q}}\left(1-g\left(c q^{j}\right)\right)\right) \tag{1.3}
\end{equation*}
$$

is convergent. Furthermore,

$$
M(g)=\prod_{j=0}^{\infty} m_{j},
$$

if (1.2) holds and (1.3) is convergent.

Hence he deduced that for $f \in \mathcal{A}_{q}$ the values $f(n)$ possess a limit distribution if and only if both of the next series are convergent:

$$
\begin{align*}
& \sum_{j} \sum_{b \in \mathbb{A}_{q}} f\left(b q^{j}\right),  \tag{1.4}\\
& \sum_{j} \sum_{b \in \mathbb{A}_{q}} f^{2}\left(b q^{j}\right) . \tag{1.5}
\end{align*}
$$

Let

$$
\begin{equation*}
F(y):=\lim _{x \rightarrow \infty} \frac{1}{x} \#\{n<x \mid f(n)<y\} \tag{1.6}
\end{equation*}
$$

For some $x$ and $q$ let $N(x)=\left[\frac{\log x}{\log q}\right]$. Thus $N\left(q^{N}\right)=N$.
Let furthermore

$$
\begin{equation*}
M\left(N \mid r_{1}, r_{2}, \ldots, r_{q-1}\right) \tag{1.7}
\end{equation*}
$$

be the number of integers $n<q^{N}$ for which $\beta_{l}(n)=r_{l}(l=1, \ldots, q-1)$. It is clear that (1.7) is equal to

$$
\frac{N!}{r_{0}!r_{1}!r_{2}!\ldots r_{q-1}!},
$$

where $r_{0}:=N-\left(r_{1}+r_{2}+\ldots+r_{q-1}\right)$.
Let furthermore $S_{N}(\underline{r})$ be the set of the integers $n<q^{N}$ for which $r_{j}=\beta_{j}(n)(j=1, \ldots, q-1), r_{0}=N-\left(r_{1}+\ldots+r_{q-1}\right)$.

Let $\delta_{N}$ be a sequence tending to zero, and $\underline{r}$ be such a vector (for some $N$ ), for which

$$
\begin{equation*}
\left|\frac{q r_{j}}{N}-1\right|<\delta_{N} \quad(j=0,1, \ldots, q-1) \tag{1.8}
\end{equation*}
$$

holds.
Theorem 1. Assume that $f \in \mathcal{A}_{q}$ and that (1.4) and (1.5) are convergent. Let $r^{(N)}=\left(r_{0}^{(N)}, r_{1}^{(N)}, \ldots, r_{q-1}^{(N)}\right)$ be such a sequence of $\underline{r}$ for which (1.8) holds. Then
$\lim _{N \rightarrow \infty} \frac{1}{M\left(N \mid r_{1}^{(N)}, \ldots, r_{q-1}^{(N)}\right)} \#\left\{n<q^{N} n \in S_{N}\left(\underline{r}^{(N)}\right) \mid f(n)<y\right\}=F(y)$.

Theorem 2. Let $g \in \overline{\mathcal{M}}_{q}$, such that (1.2) holds and (1.3) is convergent. Let $\underline{r}^{(N)}$ be a sequence of $\underline{r}$ satisfying the condition (1.8). Then

$$
\frac{1}{M\left(N \mid r_{1}^{(N)}, \ldots, r_{q-1}^{(N)}\right)} \sum_{n \in S_{N}\left(\underline{r}^{(N)}\right)} g(n)=\left(1+o_{N}(1)\right) M(g) .
$$

Theorem 3. Let $q=2, f \in \mathcal{A}_{2}, f\left(2^{j}\right)=O(1)(j \in \mathbb{N})$, $\eta_{N}=\frac{1}{N} \sum_{j=0}^{N-1} f\left(2^{j}\right)$,

$$
B_{N}^{2}:=\frac{1}{4} \sum_{j=0}^{N-1}\left(f\left(2^{j}\right)-\eta_{N}\right)^{2} .
$$

Assume that $B_{N} \rightarrow \infty$.
Let $\rho_{N} \rightarrow 0$. Then

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{\binom{N}{k}}\left\{n<2^{N} \left\lvert\, \frac{f(n)-k \eta_{N}}{B_{N}}<y\right., \alpha(n)=k\right\}=\phi(y) \tag{1.9}
\end{equation*}
$$

uniformly as $N \rightarrow \infty$, and $k=k^{(N)}$ satisfies

$$
\begin{equation*}
|k / N-1 / 2|<\rho_{N} . \tag{1.10}
\end{equation*}
$$

1.2. Let $\mathcal{A}$ be the set of real valued additive and $\mathcal{M}$ be the complex valued multiplicative functions. We say that $f \in \mathcal{A}$, if $f(m n)=f(m)+$ $f(n)$ holds for all coprime pairs of $m, n$. We say that $g \in \mathcal{M}$ if $g(m n)=$ $g(m) \cdot g(n)$ whenever $(m, n)=1$, and $g(1)=1$.

Let $\overline{\mathcal{M}} \subseteq \mathcal{M}$ be the set of $g$ for which additionally $|g(n)|=1(n \in \mathbb{N})$ holds.

Let $\omega(n)$ be the number of prime factors, $\Omega(n)$ be the number of prime power divisors of $n$. Then $\omega, \Omega \in \mathcal{A}$.

Let $U_{k}=\{n \mid \omega(n)=k\}, V_{k}=\{n \mid \Omega(n)=k\}$, furthermore $\pi_{k}(x)=$ $\#\left\{n \leq x \mid n \in U_{k}\right\}, \prod_{k}(x)=\#\left\{n \leq x \mid n \in V_{k}\right\}$. For the sake of simplicity let $x_{1}:=\log x, x_{2}=\log x_{1}$.

By using a theorem of J. Kubilius [2], one can prove that

$$
\begin{align*}
& \pi_{k}(x)=\frac{x}{x_{1}} \frac{x_{2}^{k-1}}{(k-1)!}\left(1+O\left(\frac{1}{\sqrt{x_{2}}}\right)\right)  \tag{1.11}\\
& \prod_{k}(x)=\frac{x}{x_{1}} \frac{x_{2}^{k-1}}{(k-1)!}\left(1+O\left(\frac{1}{\sqrt{x_{2}}}\right)\right) \tag{1.12}
\end{align*}
$$

whenever $x \rightarrow \infty$ and $k / x_{2} \rightarrow 1$ as $(x \rightarrow \infty)$. These formulas follow directly from Theorem 21.4 in Elliott [4].

A classical theorem of Erdős and Wintner (see in [4], Chapter 5) says. An additive function $f$ has a limit distribution if and only if each of the next three series are convergent:

$$
\begin{equation*}
\sum_{|f(p)|>1} 1 / p, \quad \sum_{|f(p)| \leq 1} \frac{f(p)}{p}, \quad \sum_{|f(p)| \leq 1} \frac{f^{2}(p)}{p} . \tag{1.13}
\end{equation*}
$$

Assume that $\delta_{x} \downarrow 0$, and that $k=k(x)$ is such a sequence of integers for which

$$
\begin{equation*}
\left|\frac{k}{x_{2}}-1\right|<\delta_{x} \tag{1.14}
\end{equation*}
$$

We shall prove the following assertions.
Theorem 4. Assume that for $f \in \mathcal{A}$ the series' in (1.13) are convergent and that (1.14) holds.

Then

$$
\lim _{x \rightarrow \infty} \frac{1}{\prod_{k}(x)} \#\left\{n \leq x, n \in V_{k}, f(n)<y\right\}=F(y)
$$

where $F$ is a distribution function.
Theorem 5. Let $g \in \overline{\mathcal{M}}$ and assume that

$$
\sum_{p} \frac{1-g(p)}{p}
$$

is convergent. Then

$$
\frac{1}{\prod_{k}(x)} \sum_{\substack{n \leq x \\ n \in V_{k}}} g(n)=\left(1+o_{x}(1)\right) M(g) \quad(x \rightarrow \infty)
$$

uniformly as $x \rightarrow \infty$ and (1.14) is satisfied.
Here

$$
M(g)=\prod_{p} e_{p}, \quad e_{p}=\left(1-\frac{1}{p}\right)\left(1+\frac{g(p)}{p}+\frac{g\left(p^{2}\right)}{p^{2}}+\ldots\right) .
$$

Remark 1. The Theorems 4 and 5 remain valid if we change $V_{k}$ to $U_{k}$, and $\prod_{k}$ to $\pi_{k}$. The proofs became somewhat more complicated.
2. Theorem 1 can be interpreted as a result on the joint distribution of the functions $f, \beta_{1}, \ldots, \beta_{q-1}$. Theorem 3 can be stated as a joint distribution law of the functions $f$ and $\alpha$. A similar formulation can be made for Theorem 4.
3. The referee of the paper suggested us to mention the possibility of the reformulation of our theorems written above. We appreciate his or her kind remarks.

## 2. Proof of Theorem 1

Let

$$
\sum_{1}:=\sum_{n \in S_{N}(\underline{r})} f(n), \quad \sum_{2}=\sum_{n \in S_{N}(\underline{r})} f^{2}(n)
$$

Then

$$
\sum_{1}=\sum_{b=1}^{q-1} \sum_{j=0}^{N-1} f\left(b q^{j}\right) \cdot M\left(N-1 \mid r_{b}-1, \ldots\right)
$$

and the components in $M(N-1 \mid \ldots)$ are $r_{1}, \ldots, r_{b-1} ; r_{b}-1, r_{b+1}, \ldots, r_{q-1}$. Thus

$$
\frac{M\left(N-1 \mid \ldots, r_{b}-1, \ldots\right)}{M\left(N \mid \ldots, r_{b}, \ldots\right)}=\frac{r_{b}}{N}
$$

consequently

$$
\frac{1}{M\left(N \mid r_{1}, \ldots, r_{q-1}\right)} \sum_{1}=\sum_{b=1}^{q-1} \frac{r_{b}}{N} \sum_{j=0}^{N-1} f\left(b q^{j}\right)
$$

Similarly, for $\sum_{2}$, we have

$$
\begin{aligned}
\frac{1}{M\left(N \mid r_{1}, \ldots, r_{q-1}\right)} \sum_{2}= & \sum_{b_{1} \neq b_{2}} \frac{r_{b_{1}} r_{b_{2}}}{N(N-1)} \sum_{j_{1} \neq j_{2}} \sum f\left(b_{1} q^{j_{1}}\right) f\left(b_{2} q^{j_{2}}\right) \\
& +\sum_{b} \frac{r_{b}\left(r_{b}-1\right)}{N(N-1)} \sum_{j_{1} \neq j_{2}} f\left(b q^{j_{1}}\right) f\left(b q^{j_{2}}\right)
\end{aligned}
$$

$$
+\sum_{b=1}^{q-1} \frac{r_{b}}{N} \sum_{j} f^{2}\left(b q^{j}\right)
$$

Let

$$
E_{N}:=\sum_{b=1}^{q-1} \frac{r_{b}}{N} \sum_{j=0}^{N-1} f\left(b q^{j}\right)
$$

and consider the sum

$$
\Delta_{N}=\frac{1}{M\left(N \mid r_{1}, \ldots, r_{b}\right)} \sum_{n \in S_{N}(\underline{r})}\left(f(n)-E_{N}\right)^{2} .
$$

Then

$$
\Delta_{N}=\frac{1}{M\left(N \mid r_{1}, \ldots, r_{b}\right)} \sum_{2}-E_{N}^{2}
$$

which by the notation

$$
\begin{gathered}
A(b)=\sum_{j=0}^{N-1} f\left(b q^{j}\right), \quad D(b)=\sum_{j=0}^{N-1} f^{2}\left(b q^{j}\right) \\
C\left(b_{1}, b_{2}\right)=\sum_{j=0}^{N-1} f\left(b_{1} q^{j}\right) f\left(b_{2} q^{j}\right)
\end{gathered}
$$

can be written as

$$
\begin{align*}
\Delta_{N}= & \frac{1}{(N-1)}\left(\sum_{b} \frac{r_{b}}{N} A(b)\right)^{2}-\sum_{2} \frac{r_{b}}{N(N-1)} A^{2}(b) \\
& -\sum_{b_{1} \neq b_{2}} \frac{r_{b_{1} r_{b_{2}}}^{N(N-1)} C\left(b_{1}, b_{2}\right)+\sum_{b} \frac{r_{b}\left(N-r_{b}\right)}{N} D(b) .}{} . \tag{2.1}
\end{align*}
$$

Hence we can deduce that

$$
\begin{equation*}
\Delta_{N}<c \sum_{j=0}^{N-1} \sum_{b=0}^{q-1} f^{2}\left(b q^{j}\right) \tag{2.2}
\end{equation*}
$$

where $c$ is a constant which may depend on $q$.
Indeed,

$$
A^{2}(b) \leq\left(\sum_{j} 1\right) \sum_{j=0}^{N-1} f^{2}\left(b q^{j}\right)=N D(b),
$$

thus the first summand on the right hand side of (2.1) is less than $c \sum_{b} D(b)$.

For the third summand we observe first that

$$
\left|C\left(b_{1}, b_{2}\right)\right| \leq \sqrt{D\left(b_{1}\right)} \sqrt{D\left(b_{2}\right)},
$$

whence

$$
\left|\sum_{b_{1} \neq b_{2}} \frac{r_{b_{1}} \cdot r_{b_{2}}}{N(N-1)} C\left(b_{1}, b_{2}\right)\right| \leq 2\left(\sum \sqrt{D(b)}\right)^{2} \leq 2 q \sum D(b) .
$$

Let $\varepsilon>0$ be fixed, $M$ be a suitable large integer.
The integers $n<q^{N+M}$ can be written as $n=t+m q^{M}$, where $t \in$ $\left[0, q^{M}-1\right], m \in\left[0, q^{N}-1\right]$.

Let $\beta_{j}(t)=\eta_{j}(j=1, \ldots, q-1)$.
For fixed $t$, there exist exactly

$$
\begin{equation*}
M\left(N \mid r_{1}-\eta_{1}, \ldots, r_{q-1}-\eta_{q-1}\right) \tag{2.3}
\end{equation*}
$$

integers $m$, for which $\beta_{j}(n)=r_{j}(j=1, \ldots, q-1)$ satisfy. For fixed $M$ and $N \rightarrow \infty$, the quantity (2.3) is

$$
\begin{equation*}
\left(\frac{1}{q}\right)^{M}\left(1+o_{N}(1)\right) M\left(N+M \mid r_{1}, \ldots, r_{q-1}\right) . \tag{2.4}
\end{equation*}
$$

Let $f_{M}(u)=f\left(u \cdot q^{M}\right)\left(\in \mathcal{A}_{q}\right)$.
Let $R>0$ be a fixed number, and

$$
\begin{gathered}
\kappa_{N}^{(R)}\left(r_{1}-\eta_{1}, \ldots, r_{q-1}-\eta_{q-1}\right)=\#\left\{\left|f_{M}(n)\right| \geq R, n \in S_{N}(\underline{\tilde{r}})\right\} \\
\underline{\underline{r}}=\left(r_{1}-\eta_{1}, \ldots, r_{q-1}-\eta_{q-1}\right) .
\end{gathered}
$$

By using the convergence of (1.4), (1.5) and applying (2.2), we obtain that

$$
\begin{align*}
& \kappa_{N}^{(R)}\left(r_{1}-\eta_{1}, \ldots, r_{q-1}-\eta_{q-1}\right) \\
& \quad<2 \frac{\tau_{R}(M)}{q^{M}} M\left(N+M \mid r_{1}, \ldots, r_{q-1}\right), \tag{2.5}
\end{align*}
$$

where $\tau_{R}(M) \rightarrow 0$ as $M \rightarrow \infty$.

Let $y \in \mathbb{R}$ be fixed. Let $t^{(1)}, t^{(2)}, \ldots, t^{(P)}$ be those integers in $\left[0, q^{M}-1\right]$ for which $f\left(t^{(j)}\right)<y-R$. For a fixed $t^{(j)}$, the number of those $m<q^{M}$ for which $n=t^{(j)}+m \cdot q^{M} \in S_{N+M}(\underline{r})$, and $f(n) \geq y$, is less than

$$
\begin{equation*}
\frac{2 \tau_{R}(M)}{q^{M}} M\left(N+M \mid r_{1}, \ldots, r_{q-1}\right) . \tag{2.6}
\end{equation*}
$$

Let $s^{(1)}, s^{(2)}, \ldots, s^{(\pi)}$ be those integers in $\left[0, q^{M}-1\right]$ for which $f\left(s^{(l)}\right)<$ $y+R$. Similarly as above, the number of those $m<q^{N}$ for which $n=$ $s^{(l)}+m \cdot q^{M} \in S_{N+M}(\underline{r})$ and $f(n) \leq-y$ is less than (2.6). Thus the number of those $n \in S_{N+M}(\underline{r})$ for which $f(n)<y$ holds, is no less than

$$
\begin{aligned}
& \sum_{t^{j}} \frac{1}{q^{M}}\left(1-2 \tau_{R}(M)\right) M\left(N+M \mid r_{1}, \ldots, r_{q-1}\right) \\
& \quad \geq\left(\frac{1-2 \tau_{R}(M)}{q^{M}}\right)\left(\sum_{t^{(j)}} 1\right) M\left(N+M \mid r_{1}, \ldots, r_{q-1}\right) .
\end{aligned}
$$

Consequently

$$
\begin{gathered}
\lim _{N \rightarrow \infty} \frac{1}{M\left(N \mid r_{1}^{(N)}, \ldots, r_{q-1}^{(N)}\right)} \\
\times \#\left\{n<q^{N} \mid n \in S_{N}(\underline{r}), f(n)<y\right\} \geq F(y-0)
\end{gathered}
$$

and similarly, arguing with $s^{(\nu)}$ instead of $t^{(\mu)}$ we deduce that

$$
\begin{gathered}
\limsup _{N \rightarrow \infty} \frac{1}{M\left(N \mid r_{1}^{(N)}, \ldots, r_{q-1}^{(N)}\right)} \\
\times\left\{n<q^{N} \mid n \in S_{N}(\underline{r}), f(n)<y\right\} \leq F(y+0) .
\end{gathered}
$$

Here $F$ is defined by (1.6).
Thus, if $y$ is a continuity point of $F$, then
$\lim _{N \rightarrow \infty} \frac{1}{M\left(N \mid r_{1}^{(N)}, \ldots, r_{q-1}^{(N)}\right)} \#\left\{n<q^{N} \mid n \in S_{N}(r), f(n)<y\right\}=F(y)$.
The proof of Theorem 1 is completed.

## 3. Proof of Theorem 2

Let $g(n) \in \overline{\mathcal{M}}_{q}$, and assume that $\sum\left(1-m_{j}\right)$ is convergent. It implies that $g\left(b q^{j}\right) \rightarrow 1(j \rightarrow \infty, b \neq 0)$. Let $f \in \mathcal{A}_{q}$ be a real valued function, defined for $b q^{j}$ by $g\left(b q^{j}\right)=e^{i f\left(b q^{j}\right)}$. We may assume that $f\left(b q^{j}\right) \in[-\pi, \pi]$, furthermore, we obtain that the series

$$
\sum f\left(b q^{j}\right), \quad \sum f^{2}\left(b q^{j}\right)
$$

are convergent.
Let $f_{l}(n)=f\left(n \cdot q^{l}\right), g\left(n \cdot q^{l}\right)=e^{i f_{l}(n)}$. Let $M$ be a large integer and consider the sum,

$$
\begin{equation*}
\frac{1}{M\left(N+M \mid r_{1}, \ldots, r_{q-1}\right)} \sum_{n<q^{N+M}} g(n) . \tag{3.1}
\end{equation*}
$$

Since $n=t+q^{M} m$ implies that $g(n)=g(t) e^{i f_{M}}(m)$, and

$$
\sum_{\substack{\left.m<q^{N} \\ r_{1}-\eta_{1}, \ldots, r_{q-1}-\eta_{q-1}\right)}}\left(1-e^{i f_{M}(m)}\right)=o(1) M\left(N \mid r_{1}-\eta_{1}, \ldots, r_{q-1}-\eta_{q-1}\right)
$$

due to the fact that the convergence of (1.3) implies that $\sum_{j} \sum_{b=0}^{q-1} f\left(b q^{j}\right)$ and $\sum_{j} \sum_{b=0}^{q-1} f^{2}\left(b q^{j}\right)$ are convergent.

Hence, by (2.1), applying for $f_{M}$ instead of $f$, and by the remark that (2.3) is equal to (2.4), we obtain that (3.1) equals to

$$
\left(\frac{1}{q^{M}} \sum_{t<q M} g(t)\right)\left(1+o_{M}(1)\right) .
$$

Hence the Theorem 2 readily follows.

## 4. Proof of Theorem 3

Let $\mu_{r}=\int_{-\infty}^{\infty} x^{r} d \phi(x)$ be the $r^{\prime}$ 'th moment of the normal-law.
Let

$$
f_{N}^{*}\left(2^{j}\right)=\frac{f\left(2^{j}\right)-\eta_{N}}{B_{N}} \quad(j=0, \ldots, N-1)
$$

and $f_{N}^{*}(n)=\sum_{j=0}^{N-1} \varepsilon_{j}(n) f_{N}^{*}\left(2^{j}\right)$ for $n<2^{N}$. Then $f_{N}^{*}(n)$ can be interpreted as a random variable $\Theta_{N}$ which is a sum of the independent random variables $\xi_{0}, \ldots, \xi_{N-1}$, such that

$$
P\left(\xi_{j}=0\right)=1 / 2=P\left(\xi_{j}=\frac{f\left(2^{j}\right)-\eta_{N}}{B_{N}}\right) .
$$

One can calculate that $E \Theta_{N}=0$, and that

$$
E \Theta_{N}^{2}=\sum_{u \neq v} E\left(\xi_{u} \xi_{v}\right)+\sum E \xi_{u}^{2}=1
$$

Since $\max _{0 \leq j<N}\left|f_{N}^{*}\left(2^{j}\right)\right|<\frac{C}{B_{N}} \rightarrow 0(N \rightarrow \infty)$, from known theorem of probability theory we obtain easily that the moments $E \eta_{N}^{r}$ converge to $\mu_{r}$.

Furthermore

$$
E \eta_{N}^{r}=\sum_{t=1}^{r} \frac{1}{2^{r}} \sum_{h_{1}, \ldots, h_{t}} \Delta_{N}\left(h_{1}, \ldots, h_{t}\right)
$$

where

$$
\Delta_{N}\left(h_{1}, \ldots, h_{t}\right)=\sum_{l_{1}, \ldots, l_{t}} f_{N}^{* h_{1}}\left(2^{l_{1}}\right) \ldots f_{N}^{* h_{t}}\left(2^{l_{t}}\right)
$$

$h_{1}, \ldots, h_{t}$ are positive integers such that $h_{1}+\ldots+h_{t}=r$, and $l_{1}, \ldots, l_{t}$ are running over the sequences of mutually distinct numbers from the set $\{0,1, \ldots, N-1\}$.

Since

$$
\left(T_{N, k}^{(r)}:=\right) \frac{1}{\binom{N}{k}} \sum_{\substack{n<2^{N} \\ \alpha(n)=k}} f_{N}^{* r}(n)=\sum_{t=1}^{r} \frac{\binom{N-t}{k-t}}{\binom{N}{k}} \sum_{h_{1}, \ldots, h_{t}} \Delta_{N}\left(h_{1}, \ldots, h_{t}\right),
$$

and

$$
\binom{N-t}{k-t}=\frac{1}{2^{t}}\left(1+o_{n}(1)\right)\binom{N}{k},
$$

furthermore that $\Delta_{N}\left(h_{1}, \ldots, h_{t}\right)$ are bounded in $N$, we obtain that $T_{N, k}^{(r)} \rightarrow$ $\mu_{r}$, if $N \rightarrow \infty$, and $k=k_{N}$ satisfies the condition stated in the theorem.

Now by the Frechet-Shohat theorem we get immediately the assertion.

## 5. Two lemmas

Let $\prod_{k}(x \mid A)$ be the number of those integers $n \leq x$, for which $n \in V_{k}$ and $(n, A)=1$. Let

$$
\begin{aligned}
F(s, z) & =\sum \frac{z^{\Omega(n)}}{n^{s}}=\prod_{P} \frac{1}{1-z / p^{s}} \\
F_{A}(s, z) & =\sum_{(n, A)=1} \frac{z^{\Omega(n)}}{n^{s}}=\prod_{p \mid A}\left(1-\frac{z}{p^{s}}\right) \cdot F(s, z)
\end{aligned}
$$

Hence we obtain that

$$
\begin{equation*}
\prod_{k}(x \mid A)=\sum_{\delta \mid A} \mu(\delta) \prod_{k-\omega(\delta)}\left(\frac{x}{\delta}\right) . \tag{5.1}
\end{equation*}
$$

Let $\eta:=\frac{k}{x_{2}}$.
If $A \leq x_{2}$, then $\omega(\delta) \leq \omega(A) \leq \frac{c \log A}{\log \log } \leq \frac{c x_{3}}{x_{4}}$ whenever $\delta \mid A$. We have

$$
\begin{gathered}
\log (\log x-\log \delta)=\log \log x+\log \left(1-\frac{\log \delta}{\log x}\right) \\
\left(x_{2}+O(\varepsilon(x))\right)^{k-1}=x_{2}^{k-1} \exp \left(\varepsilon(x) \frac{k}{x_{2}}\right)
\end{gathered}
$$

From (1.12) we have that

$$
\prod_{k-\omega(\delta)}\left(\frac{x}{\delta}\right)=\frac{1}{\delta} \prod_{k-w(\delta)}(x)\left(1+O\left(\frac{1}{\sqrt{x_{2}}}\right)\right)
$$

Furthermore

$$
\prod_{k-\omega(\delta)}(x)=\prod_{k}(x) \prod_{j=0}^{w(\delta)-1} \frac{k-j}{x_{2}-j}\left(1+O\left(\frac{1}{\sqrt{x_{2}}}\right)\right)^{\omega(\delta)}
$$

and

$$
\prod_{j=0}^{\omega(\delta)-1} \frac{k-j}{x_{2}-j}=\eta^{\omega(\delta)}\left(1+O\left(\frac{1}{\sqrt{x_{2}}}\right)\right) .
$$

Thus, by (5.1) we deduce that

$$
\begin{equation*}
\frac{\prod_{k}(x, A)}{\prod_{k}(x)}=\left(\sum_{\delta \mid A} \frac{\mu(\delta)}{\delta} \eta^{\omega(\delta)}\right)+O\left(\sum_{\delta \mid A} \frac{\eta^{\omega(\delta)}}{\delta}\left(e^{c \frac{\omega(\delta)}{\sqrt{x_{2}}}}-1\right)\right) \tag{5.2}
\end{equation*}
$$

Let $\psi_{\eta}(A):=\prod_{p \mid A}\left(1-\frac{\eta}{P}\right)$.
The error term is less than

$$
\ll \frac{1}{\sqrt{x_{2}}} \sum_{\delta \mid A} \frac{\eta^{\omega(\delta)} \omega(\delta)}{\delta}=\frac{\eta}{\sqrt{x_{2}}}\left(\sum_{p \mid A} \frac{1}{p}\right) \prod_{p \mid A}(1+\eta / p)
$$

We proved.
Lemma 6. If $A \leq x_{2}$, then

$$
\frac{\prod_{k}(x \mid A)}{\prod_{k}(x)}=\psi_{\eta}(A)+O\left(\frac{1}{\sqrt{x_{2}}}\left(\sum_{p \mid A} 1 / p\right) \prod_{p \mid A}\left(1+\frac{\eta}{p}\right)\right) .
$$

Lemma 7. Let $r \geq 1$ be fixed, $\varepsilon(x) \rightarrow 0, p_{1}<p_{2}<\ldots<p_{r}\left(<x^{\varepsilon(x)}\right)$ be primes, $\eta=\frac{k}{x_{2}} \rightarrow 1$ as $x \rightarrow \infty$. Then

$$
\lim \frac{\prod_{k}\left(x \mid p_{1} \ldots p_{r}\right)}{\prod_{k}(x)}=\prod_{j=1}^{r}\left(1-\frac{1}{p_{j}}\right) .
$$

Proof. It is enough to observe that

$$
\log x=(1+o(1)) \log \frac{x}{\delta}(\log \log x / \delta)^{k-1}=\left(x_{2}+\log \left(1-\frac{\log \delta}{\log x}\right)\right)^{k-1}=
$$ $\left(x_{2}+O(\varepsilon(x))\right)^{k-1}=x_{2}^{k-1} \exp (\varepsilon(x) \eta)=\left(1+o_{x}(1)\right) x_{2}^{k-1}$.

## 6. Proof of Theorem 4

Let $Y$ be a large constant, $P_{Y}$ be the product of primes up to $Y$. Let $\mathcal{E}_{Y}$ be the set of integers $m$, for which $P(m) \leq Y$ and $\mathcal{T}_{Y}$ be those integers $\nu$ for which $\left(\nu, P_{Y}\right)=1$. Let $c_{Y}$ be a constant depending on $Y$, such that $c_{Y} \rightarrow \infty$ as $Y \rightarrow \infty$. Let $E(n)=\prod_{\substack{p^{\alpha} \| n \\ p \leq Y}} p^{\alpha}$, and

$$
F(n):=\frac{n}{E(n)}
$$

It is known that

$$
\begin{equation*}
\limsup _{x \rightarrow \infty} \frac{1}{x} \#\left\{n<x \mid E(n)>Y^{c_{Y}}\right\} \leq \Delta\left(c_{Y}\right) \tag{6.1}
\end{equation*}
$$

where $\Delta\left(c_{Y}\right) \rightarrow 0$ as $Y \rightarrow \infty$.
From the convergence of the series' under (1.13), there exists a sequence $\varepsilon_{p} \downarrow 0$ such that $\sum_{|f(p)|>\varepsilon_{p}} 1 / p<\infty$. Let $\mathcal{P}^{*}=\left\{p| | f(p) \mid>\varepsilon_{p}\right\}$.

The density of the integers $n \leq x$ for which $p^{2} \mid n$ for at least one prime $p>Y$ is less than $c / Y$. By using Turán's method we obtain that

$$
\sum_{\substack{\nu \leq X \\\left(\nu, P_{Y}\right)=1}}\left(\sum_{\substack{p \mid \nu \\ p \notin \mathcal{P}^{*}}} f(p)-A_{x, y}\right)^{2} \leq c X \prod_{p \leq Y}\left(1-\frac{1}{p}\right) \sum_{\substack{p \notin \mathcal{P}^{*} \\ Y<p \leq X}} \frac{f^{2}(p)}{P},
$$

where

$$
A_{x, Y}=\sum_{\substack{p \notin \mathcal{P}^{*} \\ Y<p \leq x}} \frac{f(p)}{p} .
$$

Let $\Delta>0$.
From the convergence of (1.13) we deduce that

$$
\begin{equation*}
\frac{1}{x} \#\left\{\nu<x,\left(\nu, P_{Y}\right)=1| | f(\nu) \mid>\Delta\right\} \leq c(\Delta, Y) \prod_{p<Y}\left(1-\frac{1}{p}\right), \tag{6.2}
\end{equation*}
$$

where $c(\Delta, Y) \rightarrow 0$ as $Y \rightarrow \infty$.
Let

$$
G_{x}(\xi)=\frac{1}{x} \#\{n \leq x \mid f(n)<\xi\} .
$$

Let $J^{(\lambda)}$ be the set of those $m \in \mathcal{E}_{Y}$ for which $f(m)<\lambda$, and $m \leq Y^{c_{Y}}$.
From (6.2) we obtain that

$$
\begin{equation*}
G_{X}(\xi) \leq \frac{\varphi\left(P_{Y}\right)}{P_{Y}}\left(\sum_{\substack{m \leq Y^{c_{Y}} \\ m \in J^{\xi}+\Delta}} \frac{1}{m}\right)+c(\Delta, Y)+O\left(\Delta\left(c_{Y}\right)\right) \tag{6.3}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{X}(\xi) \geq \frac{\varphi\left(P_{Y}\right)}{P_{Y}} \sum_{\substack{m \leq Y^{c_{Y}} \\ m \in J^{\xi-\Delta}}} \frac{1}{m}-c(\Delta, Y)+O\left(\Delta\left(c_{Y}\right)\right) \tag{6.4}
\end{equation*}
$$

Let

$$
\mathcal{I}_{k, m}=\left\{\left.\nu \leq \frac{x}{m} \right\rvert\,\left(\nu, P_{Y}\right)=1, \Omega(\nu)=k-\Omega(m)\right\}
$$

By using Lemma 5.2 in Prachar [3], according to

$$
\#\{n \leq x \mid P(n) \leq Y\}<\exp \left(-\frac{\log \log \log Y}{\log Y} x_{1}+2 \log \log Y\right)
$$

for $Y>Y_{0}$, we deduce that

$$
\limsup _{x \rightarrow \infty} \frac{1}{\prod_{k}(x)} \sum_{m>Y^{c_{Y}}} \#\left\{\mathcal{T}_{k, m}\right\} \leq \Delta_{1}\left(c_{Y}\right)
$$

where $\Delta_{1}\left(c_{Y}\right) \rightarrow 0$ as $Y \rightarrow \infty$, uniformly for $k$ under the condition (1.14).
Observe furthermore that the number of those integers $n \in V_{k}$ for which there exists a prime $p>Y$ such that $p^{2} \mid n$ is at most $o_{Y}(1) \prod_{k}(x)$.

From Lemma 1,

$$
\begin{equation*}
\frac{\prod_{k}\left(x \mid P_{Y}\right)}{\prod_{k}(x)}=\psi_{\eta}\left(P_{Y}\right)+O\left(\frac{\log \log Y}{\sqrt{x_{2}}} \cdot(\log Y)^{c}\right) \tag{6.5}
\end{equation*}
$$

furthermore

$$
\begin{equation*}
\prod_{k}\left(x \mid p P_{Y}\right)=\prod_{k}\left(x \mid P_{Y}\right)-\prod_{k}\left(\left.\frac{x}{p} \right\rvert\, P_{Y}\right) \quad \text { if } \quad p>P_{Y} \tag{6.6}
\end{equation*}
$$

It is clear that $\prod_{k}\left(x \mid p P_{Y}\right)=\prod_{k}\left(x \mid P_{Y}\right)$ if $p \leq Y$.
Let $S_{x}$ be the set of those integers $n \leq x, n \in V_{k}$, for which there exists at least one prime divisor $p \in \mathcal{P}^{*}, p>Y$. Then

$$
\# S_{x} \leq \sum_{\substack{p \in \mathcal{P}^{*} \\ p>Y}} \prod_{k-1}\left(\frac{x}{p}\right)=\sum_{1}+\sum_{2}
$$

where in $\sum_{1}$ we sum over the primes $p<x^{1-\rho(Y)}$ and in $\sum_{2}$ for the others. We have

$$
\sum_{2} \leq \sum_{\substack{m<x^{\rho(x)} \\ \Omega(m)=k-1}} \sum_{p<\frac{x}{m}} 1 \leq \frac{c x}{x_{1}} \cdot \frac{x_{2}^{k-1}}{(k-1)!}\left(1+\frac{\log \rho(Y)}{x_{2}}\right)^{k-1}
$$

i.e.

$$
\frac{1}{\prod_{k}(x)} \sum_{2}<c\left(1+\frac{\log \rho(Y)}{x_{2}}\right)^{k-1}
$$

Let now $\rho(Y)$ be defined so that

$$
\rho^{2}(Y)=\sum_{\substack{Y<p<\infty \\ p \in \mathcal{P}^{*}}} 1 / p .
$$

Then

$$
\begin{equation*}
\limsup _{x \rightarrow \infty} \frac{1}{\prod_{k}(x)} \# S_{x} \leq c \rho(Y)^{1 / 2} \tag{6.7}
\end{equation*}
$$

Let $f_{x} \in \mathcal{A}$ be defined for prime powers $p^{\alpha}$ as follows:

$$
f_{x}\left(p^{\alpha}\right)= \begin{cases}0 & \text { if } \alpha \geq 2, \quad p>Y, \\ 0 & \text { if } \alpha=1, \quad p \in \mathcal{P}^{*}, \quad p>Y \\ f\left(p^{\alpha}\right) & \text { otherwise } .\end{cases}
$$

Let $h(n)=f(n)-f_{x}(n)$. Then, for each fixed $\Delta>0$,

$$
\begin{equation*}
\limsup _{x \rightarrow \infty} \frac{1}{\prod_{k}(x)} \#\left\{n \leq x\left|n \in V_{k},|h(n)|>\Delta\right\} \leq c(\Delta, Y)\right. \tag{6.8}
\end{equation*}
$$

where $c(\Delta, Y) \rightarrow 0$ as $Y \rightarrow \infty$, for every fixed $\Delta>0$.
This assertion is obvious from (6.7).
Let $X \in[\sqrt{x}, x], k_{1}=k+O\left(x_{3}\right)$,

$$
\begin{align*}
& \sum_{1}\left(X, k_{1}\right)=\sum_{\substack{\nu \leq X \\
\left(\nu, P_{Y}\right)=1 \\
\Omega(\nu)=k_{1}}} f_{x}(\nu),  \tag{6.9}\\
& \sum_{2}\left(X, k_{1}\right)=\sum_{\substack{\nu \leq X \\
\left(\nu, P_{Y}\right)=1 \\
\Omega(\nu)=k_{1}}} f_{x}^{2}(\nu) . \tag{6.10}
\end{align*}
$$

We have

$$
\begin{equation*}
\sum_{1}\left(X, k_{1}\right)=\sum_{p^{\alpha}<x^{\varepsilon}} f_{x}\left(p^{\alpha}\right) \prod_{k_{1}-\alpha}\left(\left.\frac{x}{p^{\alpha}} \right\rvert\, p P_{Y}\right) \tag{6.11}
\end{equation*}
$$

$$
\begin{align*}
\sum_{2}\left(X, k_{1}\right)= & \sum_{p^{\alpha}<x^{\varepsilon}} f_{x}^{2}\left(p^{\alpha}\right) \prod_{k_{1}-\alpha}\left(\left.\frac{x}{p^{\alpha}} \right\rvert\, p P_{Y}\right) \\
& +\sum_{\substack{p^{\alpha} q^{\beta} \leq x \\
p^{\alpha}, q^{\beta} \leq x^{\varepsilon} \\
p \neq q}} f_{x}\left(p^{\alpha}\right) f_{x}\left(q^{\beta}\right) \prod_{k_{1}-\alpha-\beta}\left(\left.\frac{x}{p^{\alpha} q^{\beta}} \right\rvert\, p q P_{Y}\right) \tag{6.12}
\end{align*}
$$

From (6.1), (6.2) we obtain that

$$
\begin{aligned}
\frac{1}{\prod_{k_{1}}(X)} \sum_{1}\left(X, k_{1}\right)= & \sum_{Y \leq p<X^{\varepsilon}} \frac{f_{x}(p)}{p}\left(\psi_{\eta}\left(P_{Y}\right)+O\left(\frac{(\log Y)^{C}}{\sqrt{x_{2}}}\right)\right) \\
& +O\left(\sum_{p^{\alpha}<x^{\varepsilon}} \frac{1}{p^{\alpha}}\right) \\
= & \psi_{\eta>Y, \alpha \geq 2}\left(P_{Y}\right) E_{x}+O\left(\frac{1}{Y \log Y}\right) \\
E_{x}= & \sum_{Y \leq p<x^{\varepsilon}} \frac{f_{x}(p)}{P}
\end{aligned}
$$

Furthermore,

$$
\begin{aligned}
\frac{1}{\prod_{k_{1}}(X)} \sum_{2}= & \psi_{\eta}\left(P_{Y}\right) \sum \frac{f_{x}^{2}(p)}{p}+O\left(\frac{1}{Y \log Y}\right) \\
& +\psi_{\eta}\left(P_{Y}\right) \sum_{p \neq q} \frac{f_{x}(p) f_{x}(q)}{p q} \\
= & \psi_{\eta}\left(P_{Y}\right)\left(E_{x}^{2}+\sum \frac{f_{x}^{2}(p)}{p}\right)+O\left(\frac{1}{Y \log Y}\right)
\end{aligned}
$$

Hence we obtain that

$$
\frac{1}{\prod_{k_{1}}(X)} \sum_{\substack{\nu \leq X \\\left(\nu, P_{Y}\right)=1 \\ \Omega(\nu)=k_{1}}}\left(f_{x}(\nu)-E_{x}^{2}\right) \leq c \psi_{\eta}\left(P_{Y}\right) \sum_{Y<p<x^{\varepsilon}} \frac{f_{x}^{2}(p)}{p}+O\left(\frac{1}{Y \log Y}\right)
$$

and so

$$
\begin{align*}
& \frac{1}{\prod_{k_{1}}\left(X \mid P_{Y}\right)} \sum_{\substack{\nu \leq x \\
\left(\nu, P_{Y}=1 \\
\Omega(\nu)=k_{1}\right.}}\left(f_{x}(\nu)-E_{x}\right)^{2}  \tag{6.13}\\
& \quad \leq c_{1} \sum_{Y<p<x^{\varepsilon}} \frac{f_{x}^{2}(p)}{p}+O\left(\frac{\log Y}{Y}\right) .
\end{align*}
$$

Let $\Delta>0$ be a small constant as above. Then, by a suitable large $Y$, from (6.13) we obtain that

$$
\begin{equation*}
\frac{1}{\prod_{k_{1}}\left(X \mid P_{Y}\right)} \#\left\{\nu \leq X, \nu \in V_{k_{1}},\left(\nu, P_{Y}\right)=\left|f_{x}(\nu)\right| \geq \Delta\right\}<\Delta \tag{6.14}
\end{equation*}
$$

for each $k_{1}$, and for every large $x$.
Let

$$
F_{x}^{(k)}(\xi):=\frac{1}{\prod_{k}(x)} \#\left\{f_{x}(n)<\xi, n \in V_{k}, n<x\right\} .
$$

Let $J^{(\lambda)}$ as earlier be the collection of elements from $\mathcal{E}_{Y}$ for which $f(m)<\lambda, m<Y^{c_{Y}}$.

Let $\lambda=\xi-\Delta, m \in J^{(\xi-\Delta)}$. Then, from (6.14) with $X=\frac{x}{m}, k_{1}=$ $k-\Omega(m)$, we have that for all but $\Delta \prod_{k_{1}}\left(\left.\frac{x}{m} \right\rvert\, P_{Y}\right)$ of integers $\nu, f_{x}(m \nu)<\xi$.

Hence we obtain that

$$
\begin{equation*}
F_{x}^{(k)}(\xi) \geq(1-\Delta) \sum_{m \in J(\xi-\Delta)} \frac{\prod_{k-\Omega(m)}\left(\left.\frac{x}{m} \right\rvert\, P_{Y}\right)}{\prod_{k}(x)}+o_{x}(1) \tag{6.15}
\end{equation*}
$$

and similarly,

$$
\begin{equation*}
F_{x}^{(k)}(\xi) \leq(1+\Delta) \sum_{m \in J(\xi+\Delta)} \frac{\prod_{k+\Omega(m)}\left(\left.\frac{x}{m} \right\rvert\, P_{Y}\right)}{\prod_{k}(x)}+o_{x}(1) \tag{6.16}
\end{equation*}
$$

Since

$$
\frac{\prod_{k-\Omega(m)}\left(\left.\frac{x}{m} \right\rvert\, P_{Y}\right)}{\prod_{k}(x)}=\frac{\eta^{\Omega(m)}}{m} \psi_{\eta}\left(P_{Y}\right)\left(+o_{x}(1)\right)
$$

therefore

$$
\begin{equation*}
F_{x}^{(k)}(\xi) \geq(1-\Delta) \sum_{m \in J(\xi-\Delta)} \frac{\eta^{\Omega(m)}}{m} \psi_{\eta}\left(P_{Y}\right)+o_{x}(1) \tag{6.17}
\end{equation*}
$$

$$
\begin{equation*}
F_{x}^{(k)}(\xi) \leq(1+\Delta) \sum_{m \in J^{(\xi+\Delta)}} \frac{\eta^{\Omega(m)}}{m} \psi_{\eta}\left(P_{Y}\right)+o_{x}(1) \tag{6.18}
\end{equation*}
$$

From the Erdős-Wintner theorem we know that

$$
\lim _{x \rightarrow \infty} G_{x}(\xi)=G(\xi)
$$

exists for each continuity point $\xi$ of $G$.
From (6.17), (6.18) we obtain that

$$
\begin{align*}
& \liminf F_{x}^{(k)}(\xi) \geq(1-\Delta)\left(\sum_{m \in J^{(\xi-\Delta)}} 1 / m\right) \frac{\varphi\left(P_{Y}\right)}{P_{Y}}  \tag{6.19}\\
& \limsup F_{x}^{(k)}(\xi) \leq(1+\Delta)\left(\sum_{m \in J(\xi+\Delta)} 1 / m\right) \frac{\varphi\left(P_{Y}\right)}{P_{Y}} \tag{6.20}
\end{align*}
$$

Comparing with (6.3) we deduce that

$$
\begin{align*}
\liminf F_{x}^{(k)}(\xi) \geq & (1-\Delta)^{2} \limsup G_{x}(\xi-2 \Delta)  \tag{6.21}\\
& +O(c(\Delta, Y))+O(\Delta(c y))+O(\Delta)
\end{align*}
$$

and similarly that

$$
\begin{equation*}
\limsup F_{x}^{(k)}(\xi) \leq(1+\Delta)^{2} \lim \sup G_{x}(\xi+2 \Delta)+O(c(\Delta, Y))+O(\Delta) \tag{6.22}
\end{equation*}
$$

Hence, by $Y \rightarrow \infty$, then $\Delta \rightarrow 0$ we obtain that

$$
\lim _{x \rightarrow \infty} F_{x}^{(k)}(\xi)=G(\xi) \quad(=F(\xi))
$$

holds.
Thus Theorem 4 is true.

## 7. Proof of Theorem 5

The proof is very similar to that of Theorem 4 . Let $Y$ be a large constant, $C_{Y} \rightarrow \infty$, as $Y \rightarrow \infty$. Then

$$
\begin{equation*}
\frac{1}{\prod_{k}(x)} \sum_{\substack{n \leq x \\ n \in V_{k}}} g(n)=\frac{1}{\prod_{k}(x)} \sum_{\substack{m \in \mathcal{E}_{Y} \\ m \leq Y^{C}}} g(m) \sum_{\substack{\nu<x \\\left(\nu, P_{Y}\right)=1 \\ \Omega(\nu)=k-(\Omega)(m)}} g(\nu)+O\left(\Delta\left(c_{Y}\right)\right), \tag{7.1}
\end{equation*}
$$

where $\Delta\left(c_{Y}\right) \rightarrow 0$ as $Y \rightarrow \infty$.
Let $f\left(p^{\alpha}\right)=\arg g\left(p^{\alpha}\right)$ for prime power $p^{\alpha}$, and let the domain of $f$ be extended to $n \in \mathcal{F}_{Y}$. The convergence of

$$
\sum_{p} \frac{1-g(p)}{p}
$$

implies the convergence of the series

$$
\begin{equation*}
\sum_{|f(p)| \geq 1} \frac{1}{p}, \sum_{|f(p)|<1} \frac{f(p)}{p}, \sum_{|f(p)|<1} \frac{f^{2}(p)}{p} \tag{7.2}
\end{equation*}
$$

Let us observe that

$$
\begin{equation*}
\sum_{\substack{\nu<\frac{x}{m} \\\left(\nu, P_{Y}\right)=1 \\ \Omega(\nu)=k-\Omega(m)}}(g(\nu)-1)=i \sum_{\substack{\nu<\frac{x}{m} \\\left(\nu, P_{Y}\right)=1 \\ \Omega(\nu)=k-\Omega(m)}} f(\nu)+O\left(\sum_{\substack{\nu<\frac{x}{m} \\\left(\nu, P_{Y}\right)=1 \\ \Omega(\nu)=k-\Omega(m)}} f^{2}(\nu)\right) . \tag{7.3}
\end{equation*}
$$

Arguing as earlier, we can prove that the right hand side of (7.3) is less than $c(Y) \prod_{k-\Omega(m)}\left(\left.\frac{x}{m} \right\rvert\, P_{Y}\right)$, where $c(Y) \rightarrow 0$ as $Y \rightarrow \infty$.

Thus, from (7.1),

$$
\frac{1}{\prod_{k}(x)} \sum_{\substack{n \leq x \\ n \in V_{k}}} g(n)=\left(1+o_{x}(1)\right) \sum_{\substack{m \in \mathcal{E}_{Y} \\ m \leq Y^{c_{Y}}}} \frac{g(m)}{m} \eta^{\Omega(m)} \prod_{p<Y}\left(1-\frac{1}{p}\right)+O(c(Y)),
$$

whence

$$
\limsup _{x \rightarrow \infty}\left|\frac{1}{\prod_{k}(x)} \sum_{\substack{n \leq x \\ n \in V_{k}}} g(n)-T(Y)\right| \leq O(c(Y))
$$

where

$$
T(Y)=\left(\sum_{\substack{m \in \mathcal{E}_{Y} \\ m \leq Y^{c_{4}}}} \frac{g(m)}{m}\right) \prod_{p<Y}(1-1 / p)
$$

Furthermore,

$$
T(Y)=\prod_{p \leq Y}\left(1-\frac{1}{p}\right)\left(1+\frac{g(p)}{p}+\frac{g\left(p^{2}\right)}{p^{2}}+\ldots\right)+o_{Y}(1)
$$

and so

$$
\lim _{Y \rightarrow \infty} T(Y)=\prod_{p}\left(1-\frac{1}{p}\right)\left(1+\frac{g(p)}{p}+\frac{g\left(p^{2}\right)}{p^{2}}+\ldots\right)
$$

consequently Theorem 5 it follows immediately.
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