A degeneracy theorem for meromorphic mappings with few hyperplanes and low truncation level of multiplicities
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Abstract. The purpose of this article is to give a theorem of the linear degeneration for meromorphic mappings of \( \mathbb{C}^m \) into \( \mathbb{C}P^n \) with \((2n+2)\) hyperplanes and multiplicities are truncated by \((n+1)\).

1. Introduction

In 1926, R. NEVANLINNA [10] showed that for two nonconstant meromorphic functions \( f \) and \( g \) on the complex plane \( \mathbb{C} \), if they have the same inverse images for five distinct values, then \( f = g \), and that \( g \) is a special type of a linear fractional transformation of \( f \) if they have the same inverse images, counted with multiplicities, for four distinct values. In 1975, H. FUJIMOTO [5] generalized Nevanlinna’s result to the case of meromorphic mappings of \( \mathbb{C} \) into \( \mathbb{C}P^n \). He showed that for two linearly nondegenerate meromorphic mappings \( f \) and \( g \) of \( \mathbb{C} \) into \( \mathbb{C}P^n \), if they have the same inverse images, counted with multiplicities for \((3n+2)\) hyperplanes in \( \mathbb{C}P^n \) in general position, then \( f \equiv g \), and there exists a projective linear transformation \( L \) of \( \mathbb{C}P^n \) to itself such that \( g = L \cdot f \) if they have the same inverse images counted with multiplicities for \((3n+1)\) hyperplanes in \( \mathbb{C}P^n \) in general position. Since that time, this problem has been studied intensively by H. FUJIMOTO, W. STOLL, L. SMILEY, S. JI, Z. TU, G. DETHLOFF, T. V. TAN, D. D. THAI, S. D. QUANG and others.
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Let $f$ be a linearly nondegenerate meromorphic mapping of $\mathbb{C}^m$ into $\mathbb{C}P^n$ with reduced representation $(f_0 : \cdots : f_n)$. For each hyperplane $H : a_0w_0 + \cdots + a_nw_n = 0$ in $\mathbb{C}P^n$, we put $(f, H) = a_0f_0 + \cdots + a_nf_n$ and denote by $\nu(f, H)$ the map of $\mathbb{C}$ into $\mathbb{N}$ such that $\nu(f, H)(a)$ is the intersection multiplicity of the image of $f$ and $H$ at $f(a)$.

Take $q$ hyperplanes $H_1, \ldots, H_q$ in $\mathbb{C}P^n$ in general position, a linearly nondegenerate meromorphic mapping $f$ of $\mathbb{C}$ into $\mathbb{C}P^n$ such that

$$\dim \left(f^{-1}(H_i) \cap f^{-1}(H_j)\right) \leq m - 2, \quad \text{for all } 1 \leq i < j \leq q.$$ 

Let $p$ be a positive integer. We consider the family $F(\{H_j\})_{j=1}^q, f, p)$ of all linearly nondegenerate meromorphic mappings $g : \mathbb{C}^m \rightarrow \mathbb{C}P^n$ satisfying the conditions:

(a) $\min \{\nu(g, H_j), p\} = \min \{\nu(f, H_j), p\}$ for all $j \in \{1, \ldots, q\}$,

(b) $g = f$ on $\bigcup_{j=1}^q f^{-1}(H_j)$. 

The uniqueness problem of meromorphic mappings of $\mathbb{C}^m$ into $\mathbb{C}P^n$ means that we want to find conditions for $q$ (the number of hyperplanes) and $p$ (the value at which multiplicities are truncated) such that the set $F(\{H_j\})_{j=1}^q, f, p)$ contains only one mapping (Uniqueness Theorem) or, more generally, we want to study the cardinality of the set $F(\{H_j\})_{j=1}^q, f, p)$ and find the relations among the mappings of this set.


**Theorem 1.1.** If $q \geq 3n + 2$ and $p = 1$, then $g = f$ for any $g \in F(\{H_j\})_{j=1}^q, f, p)$.

In 1988, S. Ji [9] showed that

**Theorem 1.2.** Assume that $q = 3n + 1$ and $p = 1$. Then for three maps $g_1, g_2, g_3 \in F(\{H_j\})_{j=1}^q, f, p)$, the map $g_1 \times g_2 \times g_3 : \mathbb{C}^m \rightarrow \mathbb{C}P^n \times \mathbb{C}P^n \times \mathbb{C}P^n$ is algebraically degenerate, namely, $\{(g_1(z), g_2(z), g_3(z)), \ z \in \mathbb{C}^m\}$ is included in a proper algebraic subset of $\mathbb{C}P^n \times \mathbb{C}P^n \times \mathbb{C}P^n$.

In 2006, G. Dethloff and T. V. Tan [4] showed that the above result of S. Ji remains valid if $q \geq \lceil \frac{5(n+1)}{2} \rceil$, where we denote $[x] := \max\{k \in \mathbb{Z} : k \leq x\}$ for a constant $x$.

For the case of fewer hyperplanes, in [3], [6]–[8], [13] the authors obtained some other degeneracy theorems. We would like to emphasize here that in all of them either multiplicities are not truncated or multiplicities are truncated by a big positive integer. This point plays an essential role in their proofs. We formulate the result of H. Fujimoto [7] in 1998 with the best truncation level available at present.
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**Theorem 1.3.** Suppose that $q \geq 2n + 2, p = \frac{n(n+1)}{2} + n$ and take arbitrary $n+2$ mappings $f^0, \ldots, f^{n+1}$ in $\mathcal{F}(\{H_j\}_{j=1}^q, f, p)$. Then, there are $n+1$ hyperplanes $H_{j_0}, \ldots, H_{j_n}$ among $H_j$’s such that for each pair $(i, k)$ with $0 \leq i < k \leq n$, we have that

$$\frac{(H_i, f^1)}{(H_j, f^1)} - \frac{(H_i, f^0)}{(H_j, f^0)} = \frac{(H_i, f^0)}{(H_j, f^0)} - \frac{(H_i, f^{n+1})}{(H_j, f^{n+1})} = \frac{(H_i, f^0)}{(H_j, f^0)}$$

are linearly dependent.

In this paper we will prove the following degeneracy theorem for the case where multiplicities are truncated by a smaller number, namely $(n + 1)$.

**Theorem 1.4.** Suppose that $q \geq 2n + 2$ and $p = n + 1$, then for each mapping $g$ in $\mathcal{F}(\{H_j\}_{j=1}^q, f, p)$, there exist a constant $\alpha \in \mathbb{C}$ and a pair $(i, j)$ with $1 \leq i < j \leq q$, such that

$$\frac{(H_i, f)}{(H_j, f)} = \frac{(H_i, g)}{(H_j, g)}.$$

**Remark.** a) As a corollary of Theorem 1.4, we get that the mapping $f \times g : \mathbb{C}^n \rightarrow \mathbb{C}P^n \times \mathbb{C}P^n$ is linearly degenerate (with the algebraic structure in $\mathbb{C}P^n \times \mathbb{C}P^n$ given by the Segre embedding into $\mathbb{C}P^{n^2+2n}$).

b) By the Second Main Theorem and since $g = f$ on $\bigcup_{j=1}^q f^{-1}(H_j)$, it is easy to see that in Theorem 1.4 if $n \geq 2$ then $\alpha = 1$. But this does not hold if $n = 1$, in fact, consider two holomorphic mappings $f = (e^z : 1)$, $g = (1 : e^z)$ of $\mathbb{C}$ into $\mathbb{C}P^1$ and four points $a_1 = (1 : 0)$, $a_2 = (0 : 1)$, $a_3 = (1 : 1)$, $a_4 = (1 : -1)$.

The idea of our proof is completely different from Fujimoto’s. The proof of Fujimoto is based on using the Cartan auxiliary function. Our proof consists two main ideas: First of all, we use the Second Main Theorem for estimating the counting function of the set

$$A := \bigcup_{i=1}^{n+2} \{z : \nu_i(f, H_j)(z) \neq n \text{ or } \nu_i(g, H_j)(z) \neq n\},$$

after that, we use Borel’s method. We would like to note that so far the versions of Borel’s lemma are only for nowhere vanishing holomorphic functions (classical version) and for meromorphic functions with very small zero and pole sets (the version in [3] which is best available at present). When studying uniqueness problem, so far, Borel’s method was only used for the case where multiplicities are not truncated or truncated by a big constant. This comes from the fact that if multiplicities are not truncated, we get immediately that the function $\frac{(f, H_j)}{(g, H_j)}$ is holomorphic nowhere vanishing and if multiplicities are truncated by a big number, we estimate easily that the counting function of the set of all zero and pole points of the meromorphic function $\frac{(f, H_j)}{(g, H_j)}$ is small. Our new idea in this paper is to use Borel’s method for the case where multiplicities are truncated by a small number.
2. Preliminaries

We set \( \|z\| = (|z_1|^2 + \cdots + |z_m|^2)^{1/2} \) for \( z = (z_1, \ldots, z_m) \in \mathbb{C}^m \) and define

\[
B(r) := \{ z \in \mathbb{C}^m : \|z\| < r \}, \quad S(r) := \{ z \in \mathbb{C}^m : \|z\| = r \}
\]

for all \( 0 < r < \infty \).

Define \( d^c := \frac{\sqrt{-1}}{4\pi} (\bar{\partial} - \partial) \), \( v := (dd^c \|z\|^2)^{m-1} \) and \( \sigma := d^c \log \|z\|^2 \land (dd^c \log \|z\|^2)^{m-1} \).

Let \( F \) be a nonzero holomorphic function on \( \mathbb{C}^m \). For each \( a \in \mathbb{C}^m \), expanding \( F \) as \( F = \sum P_i(z-a) \) with homogeneous polynomials \( P_i \) of degree \( i \) around \( a \), we define

\[
\nu_F(a) := \min\{ i : P_i \not\equiv 0 \}.
\]

Let \( \varphi \) be a nonzero meromorphic function on \( \mathbb{C}^m \). We define the divisor \( \nu_\varphi \) as follows: For each \( z \in \mathbb{C}^m \), we choose nonzero holomorphic functions \( F \) and \( G \) on a neighborhood \( U \) of \( z \) such that \( \varphi = \frac{F}{G} \) on \( U \) and \( \dim (F^{-1}(0) \cap G^{-1}(0)) \leq m - 2 \) and then we put \( \nu_\varphi(z) := \nu_F(z) \).

Let \( \nu \) be a divisor in \( \mathbb{C}^m \) and \( k, M \) be positive integers or \( +\infty \). Set \( |\nu| := \{ z : \nu(z) \not\equiv 0 \} \) and

\[
\leq M \nu[k](z) := \begin{cases} 0 & \text{if } \nu(z) > M \text{ and } \leq M \nu[k](z) = \min\{ \nu(z), k \} \text{ if } \nu(z) \leq M \\ > M \nu[k](z) := \begin{cases} 0 & \text{if } \nu(z) \leq M \text{ and } > M \nu[k](z) = \min\{ \nu(z), k \} \text{ if } \nu(z) > M. \\
\end{cases}
\end{cases}
\]

The counting function is defined by

\[
\leq M N[k](r, \nu) := \int_1^r \frac{\leq M n(t)}{t^{2m-1}} dt
\]

and

\[
> M N[k](r, \nu) := \int_1^r \frac{> M n(t)}{t^{2m-1}} dt \quad (1 \leq r < +\infty)
\]

where

\[
\leq M n(t) := \int_{|z| \leq t} \leq M \nu[k] \cdot \nu \text{ for } m \geq 2, \quad \leq M n(t) := \sum_{|z| \leq t} \leq M \nu[k](z) \text{ for } m = 1
\]

\[
> M n(t) := \int_{|z| \leq t} > M \nu[k] \cdot \nu \text{ for } m \geq 2, \quad > M n(t) := \sum_{|z| \leq t} > M \nu[k](z) \text{ for } m = 1.
\]

For a nonzero meromorphic function \( \varphi \) on \( \mathbb{C}^m \), we set

\[
\leq M N[k]_\varphi(r) := \leq M N[k](r, \nu_\varphi) \quad \text{and} \quad > M N[k]_\varphi(r) := > M N[k](r, \nu_\varphi).
\]
For brevity we will omit the character $k$ (respectively $\leq M$) in the counting function and in the divisor if $k = +\infty$ (respectively $M = +\infty$).

We have the following Jensen’s formula:

$$N_{\varphi}(r) - N_{\varphi}(r^*) = \int_{S(r)} \log |\varphi| \sigma - \int_{S(1)} \log |\varphi| \sigma.$$ 

Let $f : \mathbb{C}^m \to \mathbb{C}P^n$ be a meromorphic mapping. For an arbitrary fixed homogeneous coordinate system $(w_0 : \cdots : w_n)$ in $\mathbb{C}P^n$, we take a reduced representation $f = (f_0 : \cdots : f_n)$, which means that each $f_i$ is a holomorphic function on $\mathbb{C}^m$ and $f(z) = (f_0(z) : \cdots : f_n(z))$ outside the analytic set $\{f_0 = \cdots = f_n = 0\}$ of codimension $\geq 2$. Set $\|f\| = (|f_0|^2 + \cdots + |f_n|^2)^{1/2}$. The characteristic function $T_f(r)$ of $f$ is defined by

$$T_f(r) := \int_{S(r)} \log \|f\| \sigma - \int_{S(1)} \log \|f\| \sigma, \quad 1 < r < +\infty.$$ 

For a meromorphic function $\varphi$ on $\mathbb{C}^m$, the characteristic function $T_{\varphi}(r)$ of $\varphi$ is defined by considering $\varphi$ as a meromorphic mapping of $\mathbb{C}^m$ into $\mathbb{C}P^1$.

The proximity function $m(r, \varphi)$ is defined by

$$m(r, \varphi) = \int_{S(r)} \log^+ |\varphi| \sigma,$$

where $\log^+ x = \max\{\log x, 0\}$ for $x \geq 0$.

We state the First and Second Main Theorems in Value Distribution Theory:

**First Main Theorem.**

1) For a nonzero meromorphic function $\varphi$, on $\mathbb{C}^m$ we have

$$T_{\varphi}(r) = N_{\varphi}(r) + m(r, \varphi) + O(1).$$

2) Let $f$ be a meromorphic mapping of $\mathbb{C}^m$ into $\mathbb{C}P^n$, and $H$ be a hyperplane in $\mathbb{C}P^n$ such that $(f, H) \neq 0$. Then

$$N(f, H)(r) \leq T_f(r) + O(1) \quad \text{for all } r > 1.$$ 

**Second Main Theorem.** Let $f$ be a linearly nondegenerate meromorphic mapping of $\mathbb{C}^m$ into $\mathbb{C}P^n$ and $H_1, \ldots, H_q$ ($q \geq n + 1$) hyperplanes in $\mathbb{C}P^n$ in general position. Then

$$(q - n - 1)T_f(r) \leq \sum_{j=1}^q N_{f, H_j}(r) + o(T_f(r))$$

for all $r$ except for a subset $E$ of $(1, +\infty)$ of finite Lebesgue measure.
In order to prove Theorem 1.4 we need the following lemma.

Let $G$ be a torsion free abelian group and $A = (x_1, \ldots, x_q)$ be a $q$-tuple of elements $x_i$ in $G$. Let $1 < s < r \leq q$. We say that $A$ has the property $P_{r,s}$ if any $r$ elements $x_{p_1}, \ldots, x_{p_r}$ in $A$ satisfy the condition that for any subset $I \subset \{p_1, \ldots, p_r\}$ with $\#I = s$, there exists a subset $J \subset \{p_1, \ldots, p_r\}$, $J \neq I, \#J = s$ such that $\prod_{i \in I} x_i = \prod_{j \in J} x_j$.

Lemma 3.1. If $A$ has the property $P_{r,s}$, then there exists a subset \{i_1, \ldots, i_{q-r+2}\} of \{1, \ldots, q\} such that $x_{i_1} = \cdots = x_{i_{q-r+2}}$.

Proof. We refer to [6], Lemma 2.6. \qed

We now begin to prove Theorem 1.4.

We introduce an equivalence relation on $A := \{1, \ldots, q\}$ as follows: $i \sim j$ if and only if

$$\det \begin{pmatrix} (f, H_i) & (f, H_j) \\ (g, H_i) & (g, H_j) \end{pmatrix} \equiv 0.$$ 

Set $\{A_1, \ldots, A_q\} = A/ \sim$. Since $f \not\equiv g$ and $\{H_i\}_{i=1}^q$ are in general position, we have that $\sharp A_k \leq n$ for all $k \in \{1, \ldots, s\}$. Without loss of generality, we may assume that $A_k := \{i_k-1+1, \ldots, i_k\}$ ($k \in \{1, \ldots, s\}$ where $0 = i_0 < \cdots < i_s = q$.

We define the map $\sigma : \{1, \ldots, q\} \to \{1, \ldots, q\}$ by

$$\sigma(i) = \begin{cases} 
    i + n & \text{if } i + n \leq q, \\
    i + n - q & \text{if } i + n > q.
\end{cases}$$

It is easy to see that $\sigma$ is bijective and $|\sigma(i) - i| \geq n$ (note that $q \geq 2n+2$). This implies that $i$ and $\sigma(i)$ belong two distinct sets among $A_k$'s. This implies that

$$\det \begin{pmatrix} (f, H_i) & (f, H_{\sigma(i)}) \\ (g, H_i) & (g, H_{\sigma(i)}) \end{pmatrix} \neq 0.$$ 

Let $i_0$ be an arbitrary fixed index, $i_0 \in \{1, \ldots, q\}$. Set

$$\phi := \frac{(f, H_{i_0})}{(f, H_{\sigma(i_0)})} - \frac{(g, H_{i_0})}{(g, H_{\sigma(i_0)})} \neq 0.$$
Let \( z_0 \) be an arbitrary zero point of \((f, H_{i_0})\) (if there exist any), then we have that \( z_0 \) is also a zero point of \( \phi \) with multiplicity \( \geq \min\{\nu(f, H_{i_0})(z_0), n + 1\} \) (outside an analytic set of codimension \( \geq 2 \)).

For any \( j \in \{1, \ldots, q\} \setminus \{i_0, \sigma(i_0)\} \), since \( f = g \) on \( f^{-1}(H_j) \) we have that a zero point of \((f, H_j)\) is also a zero point of \( \phi \) (outside an analytic set of codimension \( \geq 2 \)).

On the other hand \( \dim \left(f^{-1}(H_i) \cap f^{-1}(H_j)\right) \leq m - 2 \) for all \( 1 \leq i < j \leq q \).

Hence, we have

\[
N_\phi(r) \geq N_{(f, H_{i_0})}\left[(r) + \sum_{j=1, j \neq i_0, \sigma(i_0)}^q N_{(f, H_j)}(r). (3.1)
\]

By the First Main Theorem we have

\[
m\left(r, \frac{(f, H_{i_0})}{(f, H_{\sigma(i_0)})}\right) = T_f\left(r, \frac{n_{(f, H_{i_0})}}{n_{(f, H_{\sigma(i_0)})}}\right) - N_{(f, H_{i_0})}(r) + O(1)
\]

\[
\leq T_f(r) - N_{(f, H_{i_0})}(r) + O(1).
\]

Similarly,

\[
m\left(r, \frac{(g, H_{i_0})}{(g, H_{\sigma(i_0)})}\right) \leq T_g(r) - N_{(g, H_{\sigma(i_0)})}(r) + O(1).
\]

Hence, we have

\[
m(r, \phi) \leq m\left(r, \frac{(f, H_{i_0})}{(f, H_{\sigma(i_0)})}\right) + m\left(r, \frac{(g, H_{i_0})}{(g, H_{\sigma(i_0)})}\right) + O(1)
\]

\[
\leq T_f(r) + T_g(r) - N_{(f, H_{i_0})}(r) - N_{(g, H_{\sigma(i_0)})}(r) + O(1). (3.2)
\]

Set \( \nu = \max\{\nu_{(f, H_{\sigma(i_0)})}, \nu_{(g, H_{\sigma(i_0)})}\} \).

Since \( \min\{\nu_{(f, H_{\sigma(i_0)})}, n + 1\} = \min\{\nu_{(g, H_{\sigma(i_0)})}, n + 1\} \), we have

\[
\nu + \nu_{(f, H_{\sigma(i_0)})}^{[n+1]} - \nu_{(f, H_{\sigma(i_0)})} - \nu_{(g, H_{\sigma(i_0)})} \leq 0. (3.3)
\]

This implies that

\[
N_{(f, H_{\sigma(i_0)})}(r) + N_{(g, H_{\sigma(i_0)})}(r) \geq N(r, \nu) + N_{(f, H_{\sigma(i_0)})}^{[n+1]}(r).
\]

Combining with (3.2) we have

\[
m(r, \phi) \leq T_f(r) + T_g(r) - N(r, \nu) - N_{(f, H_{\sigma(i_0)})}^{[n+1]}(r) + O(1).
\]
On the other hand, it is clear that

\[ N(r, \nu) \geq N_{\frac{1}{2}}(r). \]

Hence, we get

\[ m(r, \phi) \leq T_f(r) + T_g(r) - N_{\frac{1}{2}}(r) - N_{(J, H_{\sigma(i_0)})}(r) + O(1). \]

Then, by the First Main Theorem we have

\[ N_{\phi}(r) \leq T_{\phi}(r) + O(1) = m(r, \phi) + N_{\frac{1}{2}}(r) + O(1) \leq T_f(r) + T_g(r) - N_{(f, H_{\sigma(i_0)})}(r) + O(1). \] (3.4)

By (3.1) and (3.4) we have

\[ N_{[n+1]}(J, H_{i_0}) (r) + \sum_{j=1, j \neq i_0, \sigma(i_0)}^q N_{[1]}(J, H_j)(r) \leq T_f(r) + T_g(r) - N_{(f, H_{\sigma(i_0)})}(r) + O(1). \]

This gives

\[ \sum_{j=1, j \neq i_0, \sigma(i_0)}^q N_{[1]}(J, H_j)(r) + N_{[n+1]}(J, H_{i_0})(r) + N_{[n+1]}(J, H_{\sigma(i_0)})(r) \leq T_f(r) + T_g(r) + O(1). \] (3.5)

for all \( i_0 \in \{1, \ldots, q\} \).

Taking the sum of both sides of the inequality (3.5) over all \( i_0 \in \{1, \ldots, q\} \), we have

\[ (q - 2) \sum_{j=1}^q N_{[1]}(J, H_j)(r) + \sum_{i=1}^q \left( N_{[n+1]}(J, H_i)(r) + N_{[n+1]}(J, H_{\sigma(i)})(r) \right) \leq q(T_f(r) + T_g(r)) + O(1). \]

This gives

\[ (q - 2) \sum_{j=1}^q N_{[1]}(J, H_j)(r) + 2 \sum_{i=1}^q N_{[n+1]}(J, H_i)(r) \leq q(T_f(r) + T_g(r)) + O(1), \]

(note that \( \sigma \) is bijective).

Similarly,

\[ (q - 2) \sum_{j=1}^q N_{[1]}(J, H_j)(r) + 2 \sum_{i=1}^q N_{[n+1]}(J, H_i)(r) \leq q(T_f(r) + T_g(r)) + O(1). \]
Therefore, we get
\[
(q - 2) \sum_{j=1}^{q} (N_{f,H_j}^{[1]}(r) + N_{g,H_j}^{[1]}(r)) + 2 \sum_{i=1}^{\infty} (N_{f,H_i}^{[n+1]}(r) + N_{g,H_i}^{[n+1]}(r)) \leq 2q(T_f(r) + T_g(r)) + O(1). \tag{3.6}
\]

By the Second Main Theorem, we have
\[
(q - n - 1)(T_f(r) + T_g(r)) \leq \sum_{j=1}^{q} (N_{f,H_j}^{[n]}(r) + N_{g,H_j}^{[n]}(r)) + o(T_f(r) + T_g(r)).
\]

Hence, by (3.6) we get
\[
(q - 2) \sum_{j=1}^{q} (N_{f,H_j}^{[1]}(r) - \frac{1}{n} N_{f,H_j}^{[n]}(r)) + (q - 2) \sum_{j=1}^{q} (N_{g,H_j}^{[1]}(r) - \frac{1}{n} N_{g,H_j}^{[n]}(r))g
+ 2 \sum_{j=1}^{q} (N_{f,H_j}^{[n+1]}(r) - N_{f,H_j}^{[n]}(r)) + 2 \sum_{j=1}^{q} (N_{g,H_j}^{[n+1]}(r) - N_{g,H_j}^{[n]}(r))
\leq (q - 2) \sum_{j=1}^{q} (N_{f,H_j}^{[1]}(r) + N_{g,H_j}^{[1]}(r)) + 2 \sum_{j=1}^{q} (N_{f,H_j}^{[n+1]}(r) + N_{g,H_j}^{[n+1]}(r))
- \frac{(q - 2 + 2n)(q - n - 1)}{n} (T_f(r) + T_g(r)) + o(T_f(r) + T_g(r))
\leq \left(2q - \frac{(q - 2 + 2n)(q - n - 1)}{n}\right) (T_f(r) + T_g(r)) + o(T_f(r) + T_g(r))
\leq o(T_f(r) + T_g(r)) \quad \text{(note that} \ q \geq 2n + 2).\]

This implies that
\[
\sum_{j=1}^{q} (N_{f,H_j}^{[1]}(r) - \frac{1}{n} N_{f,H_j}^{[n]}(r)) \leq o(T_f(r) + T_g(r)) \quad \text{and}
\]
\[
\sum_{j=1}^{q} (N_{f,H_j}^{[n+1]}(r) - N_{f,H_j}^{[n]}(r)) \leq o(T_f(r) + T_g(r)),
\]
\[
\sum_{j=1}^{q} (N_{g,H_j}^{[1]}(r) - \frac{1}{n} N_{g,H_j}^{[n]}(r)) \leq o(T_f(r) + T_g(r)) \quad \text{and}
\]
\[
\sum_{j=1}^{q} (N_{g,H_j}^{[n+1]}(r) - N_{g,H_j}^{[n]}(r)) \leq o(T_f(r) + T_g(r)).
\]
This implies that for all $j \in \{1, \ldots, q\}$, we have
\[
\leq n^{-1} N^{[1]}_{(f, H_j)}(r) \leq o(T_f(r) + T_g(r)) \quad \text{and} \quad > n^{-1} N^{[1]}_{(g, H_j)}(r) \leq o(T_f(r) + T_g(r)),
\]
\[
\leq n^{-1} N^{[1]}_{(g, H)}(r) \leq o(T_f(r) + T_g(r)) \quad \text{and} \quad > n^{-1} N^{[1]}_{(g, H)}(r) \leq o(T_f(r) + T_g(r)). \quad (3.7)
\]

Define functions
\[
h_j = \frac{(f, H_j)}{(g, H_j)} \quad j \in \{1, \ldots, q\}.
\]

We choose an arbitrary subset $Q = \{j_1, \ldots, j_{2n+2}\}$ of the index set $A := \{1, \ldots, q\}$. Assume that $H_j : a_{j_0}w_0 + \cdots + a_{jn}w_n = 0 \ (j \in \{1, \ldots, q\})$.

We have,
\[
\begin{cases} 
  a_{j_0}f_0 + \cdots + a_{jn}f_n = h_j(a_{j_0}g_0 + \cdots + a_{jn}g_n) \\
  j \in Q \\
  \Rightarrow \begin{cases} 
    a_{j_0}f_0 + \cdots + a_{jn}f_n - h_j(a_{j_0}g_0 + \cdots + a_{jn}g_n) = 0 \\
    1 \leq s \leq 2n + 2
  \end{cases}
\end{cases}
\]

Therefore
\[
det(a_{j_0}, \ldots, a_{jn}, h_j, a_{j_0}, \ldots, h_j, a_{jn}, 1 \leq s \leq 2n + 2) \equiv 0.
\]

For each $I = \{j_{s_0}, \ldots, j_{s_n}\} \subset Q$, $1 \leq s_0 < \cdots < s_n \leq 2n + 2$, we define
\[
A_I = (-1)^{n(n+1) + s_0 + \cdots + s_n} \cdot det(a_{j_{s_0}}(0 \leq k, i \leq n) \cdot det(a_{j_{s_0}}, 0 \leq k, i \leq n)
\]

where $\{s'_0, \ldots, s'_n\} = \{1, \ldots, 2n + 2\} \setminus \{s_0, \ldots, s_n\}$, $s'_0 < \cdots < s'_n$. We have $A_I \in C^*$. Set $\mathcal{L} := \{I \subset Q, \#I = n + 1\}$, then $\#\mathcal{L} = \binom{2n+2}{n+1}$. By the Laplace expansion Theorem, we have
\[
\sum_{I \in \mathcal{L}} A_Ih_I \equiv 0. \quad (3.8)
\]

where $h_I := \prod_{i \in I} h_i$.

We introduce an equivalence relation $I \sim J$ on $\mathcal{L}$ as follows: $I \sim J$ if and only if $\frac{h_I}{h_J} \in C$ (then $\frac{h_I}{h_J} \in C^*$ since $h_I \not\equiv 0$ for all $I \in \mathcal{L}$). Set $\{L_1, \ldots, L_s\} = \mathcal{L}/\sim (s \leq \binom{2n+2}{n+1})$.

For each $k \in \{1, \ldots, s\}$ we choose $I_k \in L_k$ and define $\alpha_k \in C$ by
\[
\sum_{I \in L_k} A_Ih_I = \alpha_kh_{I_k}.
\]
Then (3.8) can be written as

\[ \sum_{k=1}^{s} \alpha_k h_{I_k} \equiv 0. \quad (3.9) \]

**Case 1.** There exists some \( \alpha_k \neq 0. \)

Without loss of generality, we may assume that \( \alpha_i \neq 0 \) for all \( i \in \{1, \ldots, \ell\} \) and \( \alpha_k = 0 \) for all \( i \in \{\ell + 1, \ldots, s\} \) \((1 \leq \ell \leq s )\).

Denote by \( \mathcal{P} \) the set of all positive integers \( k \leq \ell \) such that there exist a subset \( P_k \subset \{1, \ldots, \ell\} \), \( \#P_k = k \) and nonzero constants \( c_i \) \((i \in P_k)\) with

\[ \sum_{i \in P_k} c_i h_{I_i} \equiv 0. \]

It follows from (3.9) that \( \mathcal{P} \neq \emptyset \). Let \( t \) be the smallest integer in \( \mathcal{P} \). Without loss of generality, we may assume that \( P_t = \{1, \ldots, t\} \). Then there exist nonzero constants \( c_i \) \((1 \leq i \leq t)\) such that

\[ \sum_{i=1}^{t} c_i h_{I_i} \equiv 0. \quad (3.10) \]

Since \( h_{I_i} \notin \mathbb{C} \) and \( h_{I_i} \neq 0 \) for all \( 1 \leq i \neq j \leq t \), we have \( t \geq 3 \).

Without loss of generality, we may assume that

\[ \frac{T_{c_1h_{J_1}}(r)}{\sqrt{2}} \geq \frac{T_{c_2h_{J_2}}(r)}{\sqrt{3}}, \frac{T_{c_2h_{J_2}}(r)}{\sqrt{3}} \geq \frac{T_{c_3h_{J_3}}(r)}{\sqrt{4}}, \frac{T_{c_3h_{J_3}}(r)}{\sqrt{4}} \geq \frac{T_{c_1h_{J_1}}(r)}{\sqrt{2}} \] \(\text{for all } r \in \mathcal{R}, \quad (3.11)\)

where \( \mathcal{R} \) is a subset of \([1, +\infty)\) with infinite Lebesgue measure.

We define a meromorphic mapping \( \varphi \) of \( \mathbb{C}^m \) into \( \mathbb{C}P^{m-2} \) by \( \varphi := (c_1h_{J_1} : \cdots : c_{t-1}h_{J_{t-1}}) \). Since \( t = \min \mathcal{P} \), we have that \( \varphi \) is linearly nondegenerate.

Since \( t \geq 3 \) and by (3.11) we have

\[ T_{\varphi}(r) \geq \frac{1}{3} \left( T_{c_1h_{J_1}}(r) + T_{c_2h_{J_2}}(r) + T_{c_3h_{J_3}}(r) \right) \] \(\text{for all } r \in \mathcal{R}, \quad (3.12)\)

It is easy to see that

\[ (I_1 \cup I_2) \setminus (I_1 \cap I_2) \cap ((I_2 \cup I_3) \setminus (I_2 \cap I_3)) \cap ((I_3 \cup I_4) \setminus (I_3 \cap I_4)) = \emptyset. \]

So, \( X_{12} \cup X_{23} \cup X_{31} = \{1, \ldots, q\} \), where \( X_{uv} = \{1, \ldots, q\} \setminus ((I_u \cup J_v) \setminus (I_u \cap J_v)). \)
On the other hand, since \( f = g \) on \( \bigcup_{j=1}^{q} f^{-1}(H_j) \) and \( \dim (f^{-1}(H_i) \cap f^{-1}(H_j)) \leq m - 2 \) for all \( 0 \leq i \neq j \leq q \) we have

\[
N_{h_{m,n}}^{[1]}(r) \geq \sum_{j \in \mathcal{X}_0} N_{(f,H_j)}^{[1]}(r).
\]

Hence, by the Second Main Theorem we have

\[
N_{h_{m,n}}^{[1]}(r) + N_{h_{m,n}}^{[2]}(r) + N_{h_{m,n}}^{[3]}(r) \geq \sum_{j=1}^{q} N_{(f,H_j)}^{[1]}(r)
\]

\[
\geq \frac{q - n - 1}{n} T_f(r) - o(T_f(r)). \tag{3.13}
\]

Similarly,

\[
N_{h_{m,n}}^{[1]}(r) + N_{h_{m,n}}^{[2]}(r) + N_{h_{m,n}}^{[3]}(r) \geq \frac{q - n - 1}{n} T_g(r) - o(T_g(r)). \tag{3.14}
\]

By (3.12), (3.13), (3.14) and by the First Main Theorem, we have

\[
T_f(r) \geq \frac{1}{3} \left( T_{n_{1}h_{1}}^{[1]}(r) + T_{n_{2}h_{2}}^{[1]}(r) + T_{n_{3}h_{3}}^{[1]}(r) \right)
\]

\[
= \frac{1}{3} \left( T_{n_{1}h_{1}}^{[1]}(r) + T_{n_{2}h_{2}}^{[1]}(r) + T_{n_{3}h_{3}}^{[1]}(r) \right) + O(1)
\]

\[
\geq \frac{1}{3} \left( N_{h_{m,n}}^{[1]}(r) + N_{h_{m,n}}^{[2]}(r) + N_{h_{m,n}}^{[3]}(r) \right)
\]

\[
\geq \frac{q - n - 1}{6n} (T_f(r) + T_g(r)) - o(T_f(r) + T_g(r)) - O(1), \quad r \in \mathbb{R}. \tag{3.15}
\]

Since \( \dim (f^{-1}(H_i) \cap f^{-1}(H_j)) \leq m - 2 \), for all \( 1 \leq i < j \leq q \), it is easy to see that for each \( I \in \mathcal{L} \) there exists an analytic subset \( S \) of \( \mathbb{C}^m \) with codimension at least 2 such that \( \nu_{h_i} = 0 = \nu_{h_j} \) on \( \bigcup_{j=1}^{q} \{ z : \nu(f(H_j)) = n = \nu(g(H_j)) \} \setminus S \).

Then by (3.7) we get

\[
\sum_{I \in \mathcal{L}} N_{h_I}^{[1]}(r) + \sum_{I \in \mathcal{L}} N_{h_I}^{[2]}(r) \leq O \left( \sum_{j=1}^{q} (\leq n - 1 N_{(f,H_j)}^{[1]}(r) + > n N_{(f,H_j)}^{[1]}(r)) \right)
\]

\[
+ O \left( \sum_{j=1}^{q} (\leq n - 1 N_{g(H_j)}^{[1]}(r) + > n N_{g(H_j)}^{[1]}(r)) \right) \leq o(T_f(r) + T_g(r)).
\]
Combining with (3.15) we have
\[
\sum_{I \in L} N_{h_I}(r) + \sum_{I \in L} N_{\frac{1}{h_I}}(r) \leq o(T_\varphi(r)), \quad r \in \mathcal{R}.
\] (3.16)

Let \((u_1 : \cdots : u_{t-1})\) be a reduced representation of \(\varphi\). Set \(u_t = \frac{c_t}{\prod_{i=1}^{s} h_i} u_1\).

By (3.10) we have
\[
\sum_{i=1}^{t} u_i \equiv 0.
\] (3.17)

It is easy to see that a zero of \(u_i(i = 1, \ldots, t)\) is a zero or a pole of some \(h_{I_j}(j \in \{1, \ldots, t\})\). Thus
\[
\sum_{i=1}^{t} N_{u_i}^{(1)}(r) \leq t \sum_{i=1}^{t} (N_{h_{I_i}}^{(1)}(r) + N_{\frac{1}{h_{I_i}}}^{(1)}(r)).
\] (3.18)

By (3.17), (3.18) and by the Second Main Theorem we have
\[
T_\varphi(r) \leq t(t-1) \sum_{i=1}^{t} N_{u_i}^{(1)}(r) + t \sum_{i=1}^{t} (N_{h_{I_i}}^{(1)}(r) + N_{\frac{1}{h_{I_i}}}^{(1)}(r)) + o(T_\varphi(r)).
\] (3.19)

Combining with (3.16) we have \(T_\varphi(r) \leq o(T_\varphi(r)), r \in \mathcal{R}\). This is a contradiction.

**Case 2.** \(\alpha_k \neq 0\) for all \(k \in \{1, \ldots, s\}\). Then \(\sum_{I \in L_k} A_I h_I \equiv 0\) for all \(k \in \{1, \ldots, s\}\). On the other hand \(A_I h_I \neq 0\). Hence, \(#L_k \geq 2\) for all \(k \in \{1, \ldots, s\}\).

So, for each \(I \in L\) there exists \(J \in L, J \neq I\) such that
\[
\frac{h_I}{h_J} \in \mathbb{C}^*.
\] (3.20)

Let \(\mathcal{M}^*\) be the abelian multiplication group of all nonzero meromorphic functions on \(\mathbb{C}^m\). It is clear that the multiplication group \(\mathcal{G} := \mathcal{M}^*/\mathbb{C}^*\) is a torsion free abelian group. We denote by \([h]\) the class in \(\mathcal{G}\) containing \(h \in \mathcal{M}^*\). By (3.19) we get that \(A := ([h_1], \ldots, [h_q])\) has the property \(P_{2n+2, n+1}\). Then by Lemma 3.1 there exist \(i,j \in \{1, \ldots, q\}, i \neq j\) such that \([h_i] = [h_j]\). This means that there exists constant \(\alpha \neq 0\) such that \(\frac{[h_i]}{[h_j]} \equiv \alpha \frac{[h_i]}{[h_j]}\). This completes the proof of Theorem 1.4.
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