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Abstract. Special Cesaro means with respect to one- and two-parameter Vilenkin systems will be considered. In both cases we shall investigate a class of weighted maximal functions of these \((C,1)\) means depending on a parameter \(0 < \delta \leq 1\) and prove that the corresponding maximal operators are bounded between some Hardy–Lorentz and Lorentz spaces. As special case we get the boundedness of these maximal operators as maps from Hardy space \(H^p\) into \(L^p\) for some \(p\). Moreover, the weak type \((1,1)\) of the maximal operators in question follows in the one dimensional case for all \(\delta\). By usual density argument our theorems imply some estimations for growth of the Cesaro means mentioned above if the Vilenkin group has an unbounded structure. We remark that in [10] Wade showed similar results but under stronger assumptions. Thus Wade's theorems follow from our statements. Moreover, a question stated in [10] will be also answered.

1. One- and two-parameter Vilenkin systems will be investigated. It is well-known that there is a sharp distance between the so-called bounded and unbounded cases, i.e. when the corresponding Vilenkin groups have a bounded structure or not, resp. For example in the bounded case the one-parameter Fejér means of the Vilenkin–Fourier series of an integrable function converge a.e. to the function (see PÁL–SIMON [4]), while in the unbounded case there is a continuous function on the group such that its Fejér means diverge at a prescribed point (see PRICE [5]). Moreover, Price also showed that under suitable assumption on the group there is a continuous function whose Vilenkin–Fourier series is not \((C,1)\) summable.
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on a set which is non-denumerable. However, in [3] Gát proved that the Vilenkin–Fejér means of a function belonging to $L^p$ for some $p > 1$ converge to the function a.e. even in the unbounded case.

In his paper [10] Wade obtained estimates for the growth of special Vilenkin–Fejér means for integrable functions under some assumptions on Vilenkin groups. A large class of Vilenkin groups with unbounded structure satisfies these assumptions. The main result of Wade’s work is a maximal theorem which states that a weighted maximal function $\sigma_{\alpha,\delta}f$ of special Fejér means belongs to Lorentz space $L^{p,q}$ if $f$ is from Hardy–Lorentz $H^{p,q}$ space (for suitable $p$ and $q$). Moreover, the maximal operator $\sigma_{\alpha,\delta}$ is bounded from $H^{p,q}$ to $L^{p,q}$.

In this work we shall improve these results. The assumption on the generating sequence of the Vilenkin group will be weakened. Furthermore, we modify the definition of the maximal function mentioned above. To this end we apply weights less than in [10] and prove that the boundedness of the corresponding maximal operator between Lorentz- and Hardy–Lorentz spaces remains true. The proof is based (as in [10]) on the atomic structure of some Hardy spaces. An interpolation theorem of Weisz (see e.g. [11]) plays also an important part.

2. In this section we give a short summary of the basic concepts and notations used also in the present work. (For more details we refer to the books Schipp–Wade–Simon and Pál [6] and Weisz [10].)

If $m = (m_0, m_1, \ldots, m_k, \ldots)$ is a sequence of natural numbers where $m_k \geq 2$ ($k \in \mathbb{N} := \{0, 1, \ldots\}$) then for all $k \in \mathbb{N}$ we shall denote by $Z_{m_k}$ the $m_k$th discrete cyclic group. Let every subset $A$ of $Z_{m_k}$ be measurable with measure $\alpha/m_k$ where $\alpha$ is the cardinality of $A$. Assume that $Z_{m_k}$ is represented by $\{0, 1, \ldots, m_k - 1\}$. $G_m$ will denote the complete direct product of $Z_{m_k}$'s, then $G_m$ (the so-called Vilenkin group) forms a compact Abelian group with Haar measure 1. Therefore the elements of $G_m$ are sequences of the form $(x_0, x_1, \ldots, x_k, \ldots)$ with $x_k \in Z_{m_k}$ for every $k \in \mathbb{N}$ Hence the group operation $\circ$ in $G_m$ is given by $x \circ y := (x_0 + y_0 \mod m_0, \ldots, x_k + y_k \mod m_k, \ldots)$, where $x = (x_0, \ldots, x_k, \ldots)$, $y = (y_0, \ldots, y_k, \ldots) \in G_m$. The inverse of $\circ$ will be denoted by $\circ$. The topology of $G_m$ is completely determined by the intervals $I_n(z)$ ($n \in \mathbb{N}, z \in G_m$) where

$$I_n := I_n(0) := \{(x_0, x_1, \ldots, x_k, \ldots) \in G_m : x_j = 0 (j = 0, \ldots, n - 1)\}$$
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(0 \neq n \in \mathbb{N}, I_0 := I_0(0) := G_m) and I_n(z) := z + I_n. We shall use the following notation: if I = I_n is an interval for some n \in \mathbb{N} and r = 0, \ldots, n then let I^r := I_{n-r}. Moreover, if N \ni r > n then define I^r by I^r := I_0.

It is well-known [9] that the characters of \( \hat{G}_m \) (the so-called Vilenkin system) form a complete orthonormal system \( \hat{G}_m \) in \( L^1(G_m) \). If \( r_n(x) := \exp^{2\pi i x_n m_n} \) (\( n \in \mathbb{N}, x = (x_0, x_1, \ldots) \in G_m \), \( i := \sqrt{-1} \)), then \( r_n \)'s and also their finite products are evidently characters. Let these products be ordered in the following sense. We write each \( n \in \mathbb{N} \) uniquely in the form \( n = \sum_{k=0}^{\infty} n_k M_k \), where \( M_0 := 1, M_k := \prod_{j=0}^{k-1} (k \geq 1) \) and \( n_k \in \mathbb{Z}_{m_k} (k \in \mathbb{N}) \). It can easily be seen that the elements of \( \hat{G}_m \) are nothing else but the functions \( \Psi_n := \prod_{k=0}^{\infty} r_{n_k} \).

The so-called Dirichlet and Fejér kernels with respect to the Vilenkin system will be denoted by \( D_n \) and \( K_j (0 < n, j \in \mathbb{N}) \):

\[
D_n = \sum_{k=0}^{n-1} \Psi_k, \quad K_j := \frac{1}{j} \sum_{k=1}^{j} D_k.
\]

If \( f \in L^1(G_m) \) and \( 0 < j \in \mathbb{N} \) then the \( j \)-th Fejér mean of \( f \) is given by

\[
\sigma_j f(x) := \int f(t)K_j(x-t) \, dt \quad (x \in G_m).
\]

The following well-known statement for \( D_{M_n} (n \in \mathbb{N}) \) will be often used in the further investigations (see e.g. Vilenkin [9]):

\[
D_{M_n}(x) = \begin{cases} 
M_n & (x \in I_n) \\
0 & (x \in G_m \setminus I_n).
\end{cases}
\]

We define a sequence of \( \sigma \)-algebras as follows:

\[
\mathcal{F}_n := \sigma(\{I_n(x) : x \in G_m\}) \quad (n \in \mathbb{N}),
\]

where \( \sigma(\mathcal{A}) \) denotes the \( \sigma \)-algebra generated by an arbitrary set system \( \mathcal{A} \). A sequence \( f = (f_n, n \in \mathbb{N}) \) of integrable functions is said to be a \( \text{martin-} \)

gal if

(i) \( f_n \) is \( \mathcal{F}_n \)-measurable for all \( n \in \mathbb{N} \);

(ii) \( E_n(f_k) = f_n \) if \( n, k \in \mathbb{N} \) and \( n < k \),

where \( E_n \) \( (n \in \mathbb{N}) \) denotes the conditional expectation operator relative to \( \mathcal{F}_n \). A non-decreasing sequence \( \lambda = (\lambda_n, n \in \mathbb{N}) \) of functions will be called a predictable sequence of \( f \) if \( \lambda_n \) is \( \mathcal{F}_n \)-measurable and \( |f_{n+1}| \leq \lambda_n \) for every \( n \in \mathbb{N} \).

We remark that the definition of Fejér means can be extended in a simple way to martingales (see e.g. Weisz [11]).

Hardy spaces can be defined in various manners. For example let the conditional quadratic variation of a martingal \( f = (f_n, n \in \mathbb{N}) \) defined by

\[
s(f) := \left( \sum_{n=0}^{\infty} E_{n-1}|f_n - f_{n-1}|^2 \right)^{1/2}
\]

\( (f_{-1} := 0, E_{-1} := E_0) \). We introduce the martingale Hardy spaces for \( 0 < p \leq \infty \) as follows: denote by \( H^p(G_m) \) the space of martingales for which

\[
\|f\|_{H^p} := \|s(f)\|_p < \infty.
\]

The space \( H^p(G_m) \) \( (0 < p \leq \infty) \) consists of all \( L^p \)-predictable martingales, i.e. of all martingales \( f = (f_n, n \in \mathbb{N}) \) such that \( \|f\|_{H^p} := \inf \|\sup \lambda_n\|_p < \infty \) (where the infimum is taken over all predictable sequences \( \lambda \) of \( f \)).

The concept of atoms plays an important part also in the further investigations. To their definition let \( 0 < p < \infty \) then the function \( a \in L^\infty(G_m) \) is called an \( H^p \)-atom if either \( a \) is identically equal to 1 or there exists an interval \( I \) for which

\[
\begin{align*}
\text{i)} & \quad \text{supp } a \subset I \\
\text{ii)} & \quad \|a\|_2 \leq |I|^{1/2-1/p} \\
\text{iii)} & \quad \int_I a = 0,
\end{align*}
\]

(\( \text{where } |I| \text{ stands for the measure of } I \)). The definition of an \( H^p \)-atom \( a \) is the same only with \( \|a\|_\infty \leq |I|^{-1/p} \) instead of ii). We say in both cases that \( a \) is supported on \( I \).
The above concepts can be easily defined also in the two-dimensional case. To this end let us consider two Vilenkin groups (for the sake of simplicity let both groups generated by the same sequence \( m \)). Then \( G^2_m \), the Cartesian product of two \( G_m \)'s is also a compact Abelian group. Let \( n \in \mathbb{N} \) and
\[
\mathcal{F}_{n,n} := \sigma(\mathcal{F}_n \times \mathcal{F}_n).
\]
The conditional expectation operator relative to \( \mathcal{F}_{n,n} \) is denoted by \( E_{n,n} \).

An integrable sequence \( f = (f_{n,n}; \ n \in \mathbb{N}) \) is said to be a (two-parameter) martingal if

(i) \( f_{n,n} \) is \( \mathcal{F}_{n,n} \)-measurable for all \( n \in \mathbb{N} \);
(ii) \( E_{n,n}(f_{\tilde{n},\tilde{n}}) = f_{n,n} \) for all \( n, \tilde{n} \in \mathbb{N} \) such that \( n \leq \tilde{n} \).

The Hardy spaces \( H^p(G^2_m) \) (0 < \( p < \infty \)) of two-parameter \( L^p \)-predictable martingales will be defined in analogous way as in the one-dimensional case. Furthermore, the definition of a two-dimensional \( H^p \)-atom (0 < \( p < \infty \)) is formally the same as in the one-dimensional case only we assume that in this case \( a \in L^\infty(G^2_m) \) is supported on a square \( I = I_n(x) \times I_n(y) \) with suitable \( x, y \in G_m, \ n \in \mathbb{N} \).

The two-parameter Vilenkin system is defined as the Kronecker products of the functions \( \Psi_j \) and \( \Psi_k \), i.e. for \( j, k \in \mathbb{N} \) let
\[
\Psi_{j,k}(x, y) := \Psi_j(x)\Psi_k(y) \quad (x, y \in G_m).
\]

If 0 < \( k, l \in \mathbb{N} \) then the \((k, l)\)-th Fejér kernel with respect to the two-parameter Vilenkin system is given by
\[
K_{k,l}(x, y) := K_k(x)K_l(y) \quad (x, y \in G_m).
\]

Let \( f \in L^1(G^2_m) \) then
\[
\sigma_{k,l}f(x, y) := \iint f(u, v)K_{k,l}(x-u, y-v) \, du \, dv \quad (x, y \in G_m)
\]
is the \((k, l)\)-th (two-parameter) Fejér mean of \( f \).

If 0 < \( p, q \leq \infty \) and \( X = G_m \) or \( X = G^2_m \) then the Lorentz spaces \( L^{p,q}(X) \) with norms or quasi-norms \( \| \cdot \|_{p,q} \) are defined in a usual way. The Hardy–Lorentz spaces \( H^{p,q}(G_m) \), \( H^{p,q}(G^2_m) \) or \( H^p(G^2_m) \) consist of all one- or two-parameter martingales \( f \) such that \( \|f\|_{H^{p,q}} := \|s(f)\|_{p,q} < \infty \).
or \( \| f \|_{H^p} := \inf \| \sup_n \lambda_n \|_{p,q} < \infty \), respectively, where the last infimum is taken over all predictable sequences of \( f \) again. We remark that in the special cases \( p = q \) we get \( L^{p,p}(X) = L^p(X) \) and \( H^{p,p}(G_m) = H^p(G_m), H^{p,p}(G_m) = H^p(G_m), H^{p,p}(G^2_m) = H^p(G^2_m) \). (For details see e.g. Weisz [11].)

3. The sequence \( m \) will be called quasi-bounded if there exists a constant \( C > 0 \) independent on \( n \in \mathbb{N} \) such that

\[
(2) \quad \frac{1}{M_{n+1}} \sum_{j=0}^{n-1} M_{j+1} \log m_j \leq C \log m_n \quad (0 < n \in \mathbb{N}).
\]

It is clear that every bounded sequence \( m \) is also quasi-bounded. Furthermore, there are unbounded sequences \( m \) with this property, for example all monotone increasing sequences are trivially quasi-bounded. However, there is \( m \) which does not has the property of the quasi-boundedness. Namely, let \( m_{2^n-1} := 2 \ (n \in \mathbb{N}) \), while for other indices \( k \in \mathbb{N} \) let \( m_k := k \). Then

\[
\frac{1}{M_{n+1}} \sum_{j=0}^{n-1} M_{j+1} \log m_j \geq \frac{M_n \log m_{n-1}}{M_{n+1}} = \frac{\log m_{n-1}}{m_n}.
\]

Hence, the property (2) implies that \( \log m_{n-1} \leq C m_n \log m_n \ (n = 1, 2, \ldots) \) which is obviously not true for \( m \) in question.

In [10] Wade considered \( m \)'s with property

\[
(3) \quad \sum_{j=0}^{n-1} \left( \frac{m_j}{m_{j+1} \ldots m_n} \right)^\delta \leq C_\delta \quad (0 < n \in \mathbb{N})
\]

(and called \( m \) in this case \( \delta \)-quasi-bounded), where \( 0 < \delta \leq 1 \) is fixed and \( C_\delta \) depends only on \( \delta \). (From now on \( C, C_p \ (p > 0) \) will denote a positive constants depending at most on \( p \), not always the same in different occurrences.) It can be shown in a simple way that (3) with some \( 0 < \delta < 1 \) implies the same property for \( \delta = 1 \). Furthermore, our assumption (2) follows evidently from Wade’s condition (3). On the other hand there is quasi-bounded \( m \) such that (3) is not true. Indeed, let \( m_{2^n} := n + 2 \ (n \in \mathbb{N}) \) and \( m_k := k + 2 \) for \( 2^n \neq k \in \mathbb{N} \). Then (3) fails to hold, namely (3) with \( 2^n \ (n \in \mathbb{N}) \) instead of \( n \) leads to

\[
\sum_{j=0}^{2^n-1} \frac{m_j}{m_{j+1} \ldots m_{2^n}} \geq \frac{m_{2^n-1}}{m_{2^n}} = \frac{2^n+1}{n+2} \to \infty \quad (n \to \infty).
\]
However, $m$ is quasi-bounded. Indeed, if $1 < n \in \mathbb{N}$ and $n \neq 2^N (N \in \mathbb{N})$ then the left hand side of (2) can be estimated as follows:

$$\sum_{j=0}^{n-1} \frac{\log m_j}{m_j+1 \ldots m_n} \leq C \sum_{j=0}^{n-1} \frac{\log(j+2)}{2^{n-j}} \leq C \log n \leq C \log m_n.$$ 

Furthermore, when $2^n (1 < n \in \mathbb{N})$ stands in (2) instead of $n$ then

$$\sum_{j=0}^{2^n-1} \frac{\log m_j}{m_j+1 \ldots m_{2^n}} = \frac{1}{n+2} \sum_{j=0}^{2^n-1} \frac{\log m_j}{m_j+1 \ldots m_{2^n-1}}$$

$$\leq \sum_{j=0}^{2^n-1} \frac{1}{2^{2^n-j-1}} \leq C \leq C \log m_{2^n}.$$ 

If $0 < \delta \leq 1$ is given then we shall call the sequence $m$ strong $\delta$-quasi-bounded if

\begin{equation}
\sup_{0<n} \frac{1}{M_{n+1}^\delta} \sum_{j=0}^{n-1} M_{j+1}^\delta \alpha_j(\delta) < \infty,
\end{equation}

where the coefficients $\alpha_j(\delta)$ ($j \in \mathbb{N}$) are defined by

$$\alpha_j(\delta) := \begin{cases} 
  \log m_j & (\delta = 1) \\
  m_j^{1-\delta} & (\delta < 1).
\end{cases}$$

A strong $1$-quasi-bounded sequence will be called strong quasi-bounded. Let $0 < \delta \leq \mu \leq 1$ and $m$ be strong $\delta$-quasi-bounded. Then $m$ is evidently also strong $\mu$-quasi-bounded. Especially, $m$ is strong quasi-bounded. Of course, if $m$ is strong quasi-bounded then it is also quasi-bounded. We remark that the strong quasi-bounded sequences play an important part also in the work [2] of Gát.

It is clear that for $\delta = 1/2$ the concept of the strong $1/2$-quasi-boundedness is the same as Wade’s $1/2$-quasi-boundedness. On the other hand, if $1/2 < \delta \leq 1$ then (4) is a weaker assumption on $m$ than (3) while for $0 < \delta < 1/2$ the converse is true.

The following estimation for the $L^1$-norms of special Fejér-kernels is a crucial part of our investigations.
Lemma. Assume that \( m \) is quasi-bounded. Then
\[
\|K_{M_n}\|_1 \leq C \log m_{n-1} \quad (0 < n \in \mathbb{N}),
\]
where the constant \( C > 0 \) is independent on \( n \).

Proof. It is known (see e.g. PÁL–SIMON [4]) that
\[
K_{M_n}(x) = \frac{1}{2} \left( 1 + \frac{1}{M_n} \right) D_{M_n}(x)
- \sum_{j=0}^{n-1} \frac{M_j}{M_n} \sum_{k=1}^{m_j-1} \frac{k}{m_j} \sum_{l=1}^{m_j-1} r_j^{-k}(e_j) D_{M_n}(x+le_j)
\]
(\( n \in \mathbb{N}, x \in G_m \)), where \( e_j \in G_m \) is determined by \( (e_j)_j := l, (e_j)_k := 0 \) (\( j \neq k \in \mathbb{N} \)). Therefore we have for all \( 2 \leq n \in \mathbb{N}, x \in G_m \) that
\[
|K_{M_n}(x)| \leq D_{M_n}(x) + \sum_{j=0}^{n-1} \frac{M_j}{M_n} \sum_{l=1}^{m_j-1} \left| \frac{1}{m_j} \sum_{k=1}^{m_j-1} k e^{-2\pi ik/m_j} \right| D_{M_n}(x+le_j)
= D_{M_n}(x) + \frac{1}{2} \sum_{j=0}^{n-1} \frac{M_j}{M_n} \sum_{l=1}^{m_j-1} \frac{1}{\sin \pi l/m_j} D_{M_n}(x+le_j).
\]
Taking into account (1) the last estimation leads to
\[
\|K_{M_n}\|_1 \leq C \left( 1 + \sum_{j=0}^{n-1} \frac{M_j}{M_n} \sum_{l=1}^{m_j-1} \frac{m_j}{l} \right) \leq C \sum_{j=0}^{n-1} \frac{M_j}{M_n} m_j \log m_j
= C (\log m_{n-1} + \frac{1}{M_n} \sum_{j=0}^{n-2} M_{j+1} \log m_j) \leq C \log m_{n-1},
\]
which was to be proved. \( \square \)

Let \( 0 < \delta \leq 1 \) and define \( \lambda_n(\delta) \) (\( 0 < n \in \mathbb{N} \)) as follows:
\[
\lambda_n(\delta) := \begin{cases} 
\max\{\log m_0, \ldots, \log m_{n-1}\} & (\delta = 1) \\
\max\{m_0^{1-\delta}, \ldots, m_{n-1}^{1-\delta}\} & (\delta < 1)
\end{cases}
\]
By means of $\lambda_n(\delta)$’s we consider the weighted maximal operator $\sigma(\delta)$ in the following way:

$$\sigma(\delta)f := \sup_{n \geq 1} \frac{|\sigma_{M_n}f|}{(\lambda_n(\delta))^{1/\delta}} \quad (f \in L^1(G_m)).$$

Therefore if $\delta = 1$ then

$$\sigma(1)f = \sup_{n \geq 1} \frac{|\sigma_{M_n}f|}{\max\{\log m_0, \ldots, \log m_{n-1}\}},$$

while for $0 < \delta < 1$ we have

$$\sigma(\delta)f = \sup_{n \geq 1} \frac{|\sigma_{M_n}f|}{\left(\max\{m_0, \ldots, m_{n-1}\}\right)^{1/\delta-1}}.$$

For the maximal operator $\sigma(\delta)$ we prove

**Theorem 1.** Assume that $m$ is quasi-bounded and $0 < \delta \leq 1$. Then $\sigma(\delta)$ is of weak type $(1,1)$ and $\sigma(\delta) : H^p(G_m) \rightarrow L^p(G_m)$ is bounded for every $\delta \leq p \leq p_0 := 2$. Moreover, $\sigma(\delta) : L^r(G_m) \rightarrow L^r(G_m)$ $(1 < r \leq \infty)$ is bounded. If $\delta < p < p_0$ and $0 < q \leq \infty$, then there is a constant $C_{p,q}$ depending at most on $p, q$ such that

$$\|\sigma(\delta)f\|_{p,q} \leq C_{p,q}\|f\|_{H^p,q} \quad (f \in H^{p,q}(G_m)).$$

The same statements remain true for $p_0 = \infty$ if we replace the symbol $H$ by $\mathcal{H}$.

**Proof.** First we remark that by Lemma $\sigma(\delta)$ is trivially bounded from $L^\infty(G_m)$ to $L^\infty(G_m)$. Therefore the $(L^r, L^r)$-boundedness $(1 < r \leq \infty)$ of $\sigma(\delta)$ will follow from its weak type $(1,1)$ by the well-known theorem of Marcinkiewicz on interpolation (see e.g. Schipp–Wade–Simon and Pál [6]).

Now, let $\delta < 1$ and $\delta \leq p \leq 1$. First we shall prove the $H^p$-quasi-locality of the maximal operator in question. (For the $H^p$-quasi-locality of operators see e.g. Weisz [13]..) This means that for every $H^p$-atom $a$ supported on the interval $I$ the uniformly boundedness

$$\int_{G_m \setminus I} (\sigma(\delta)a)^p \leq C_p$$
holds. Here it can be assumed evidently that I = I_N for some N ∈ N. Since
a is a p-atom we have a(k) = 0 for every k = 0, . . . , M_N − 1. Therefore
σ_{M_n}a = 0 when N ⊃ n ≤ N. Thus we assume n > N then for every
x ∈ G_m \ I_N and t ∈ I_N it follows that x−t ∈ I_N. Therefore by (1)
∫_{I_N} a(t)D_{M_n}(x−t) dt = 0 thus (1) and (5) imply by Hölder’s inequality
the next estimation:

\[ |σ_{M_n}a(x)| ≤ C||a||_2 \sum_{j=0}^{n-1} \frac{M_j}{M_n} \sum_{l=1}^{m_j-1} \frac{1}{\sin \frac{m_j}{m_l}} \left( \int_{I_N} D_{M_n}^2(x+le_j−t) dt \right)^{1/2} \]

\[ ≤ CM_n^{1/p-1/2} \sum_{j=0}^{n-1} \frac{M_j}{M_n} \sum_{l=1}^{m_j-1} \frac{1}{\sin \frac{m_j}{m_l}} \left( \int_{I_N} D_{M_n}^2(x+le_j−t) dt \right)^{1/2}. \]

If j ≥ N then by (1) D_{M_n}(x+le_j−t) = 0 for every l = 1, . . . , m_j − 1
and t ∈ I_N. Moreover, applying again (1) we get for j = 0, . . . , N − 1
and t ∈ I_N that D_{M_n}(x+le_j−t) is non-zero if and only if for some ν = 0, . . . , N − 1
and k = 1, . . . , m_ν − 1 the element x has the next form: x = (0, . . . , 0, m_ν−k, 0, . . . , 0, x_N, . . .) and j = ν, l = k. Let us denoted the
set of such x’s by J_{ν,k}^N. It is clear that the measure of J_{ν,k}^N := |J_{ν,k}^N| = M_N^{−1}.
Hence, for x ∈ J_{ν,k}^N (ν = 0, . . . , N − 1; k = 1, . . . , m_ν − 1) we have

\[ |σ_{M_n}a(x)| ≤ C M_n^{1/p-1/2} M_ν \frac{1}{\sqrt{M_n}} \frac{1}{\sin \frac{m_k}{m_ν}} ≤ CM_n^{1/p-1} M_ν \frac{1}{\sin \frac{m_k}{m_ν}}. \]

Since δ < 1 the last inequality implies that

\[ σ(δ)a ≤ CM_n^{1/p-1} M_ν \frac{1}{\sin \frac{m_k}{m_ν}} m_ν^{1/δ−1}. \]

We recall that p ≤ 1 and so

\[ \int_{G_m \setminus I_N} (σ(δ)a)^p = \sum_{\nu=0}^{N-1} \left( \int_{J_{ν,k}^N} (σ(δ)a)^p \right) ≤ C_p \frac{1}{I_{M_N}^p} \sum_{\nu=0}^{N-1} \sum_{k=1}^{m_ν-1} \frac{M_ν^p}{m_ν^{p/δ−p}} m_k^p \]

\[ ≤ C_p \frac{1}{I_{M_N}^p} \sum_{\nu=0}^{N-1} \frac{M_ν^{p+1}}{m_ν^{p/δ−p}} m_ν^{1-p} ≤ C_p \frac{1}{I_{M_N}^p} \sum_{\nu=0}^{N-1} M_ν^{p+1} m_ν^{1-p/δ}. \]
Our assumption $\delta \leq p$ yields $1 - p/\delta \leq 0$ therefore
\[
\int_{G_m \setminus I_N} \left( \sigma(\delta) a \right)^p \leq C_p \frac{1}{M_N^p} \sum_{\nu=0}^{N-1} M_{\nu+1}^p \leq C_p.
\]
This means that $\sigma(\delta)$ is $H^p$-quasi-local if $\delta \leq p \leq 1$. Thus by the $(L^2, L^2)$-boundedness of $\sigma(\delta)$ a theorem on interpolation of WEISZ [11] can be applied to conclude that $\sigma(\delta)$ is bounded from $H^r(G_m)$ to $L^r(G_m)$ ($\delta \leq r \leq 2$). Moreover, $\sigma(\delta) : H^{s,q}(G_m) \to L^{s,q}(G_m)$ is bounded for every $\delta < s < 2$ and $0 < q \leq \infty$.

We prove for $\sigma(\delta)$ ($0 < \delta \leq 1$) a stronger property than $H^1$-quasi-locality, namely that $\sigma(\delta)$ is strong 1-quasi-local (see SIMON [8]). To this end let $f \in L^1(G_m)$ such that $\text{supp } f \subset I_N$ for some $N \in \mathbb{N}$ and $\int f = 0$. We need to show that
\[
\int_{G_m \setminus I_N} \sigma(\delta) f \leq C_0 \|f\|_1.
\]
As above, $n > N$ can be assumed and for $x \in J_{\nu,k}^N$ ($\nu = 0, \ldots, N-1$, $k = 1, \ldots, m_{\nu} - 1$) it follows by (5) and (1) that
\[
|\sigma_{M_n} f(x)| \leq C \frac{M_{\nu}}{M_n \sin \frac{\pi k}{m_{\nu}}} \int_{I_N} |f(t)| D_{M_n}(x + k e_{\nu} \cdot t) \, dt
\leq C \|f\|_1 M_{\nu} \frac{1}{\sin \frac{\pi k}{m_{\nu}}}.
\]
Thus we can write in the case $\delta < 1$ that
\[
\int_{G_m \setminus I_N} \sigma(\delta) f \leq C \|f\|_1 \frac{1}{M_N} \sum_{\nu=0}^{N-1} \sum_{k=1}^{m_{\nu} - 1} \frac{M_{\nu}}{m_{\nu}^{1/\delta - 1}} \frac{m_{\nu}}{k}
\leq C \|f\|_1 \frac{1}{M_N} \sum_{\nu=0}^{N-1} \frac{M_{\nu+1}}{m_{\nu}^{1/\delta - 1}} \log m_{\nu}.
\]
From the assumption $\delta < 1$ it follows that $1/\delta - 1 > 0$ which implies $\log m_{\nu} \leq C_\delta m_{\nu}^{1/\delta - 1}$ ($\nu = 0, \ldots, N - 1$). Therefore
\[
\int_{G_m \setminus I_N} \sigma(\delta) f \leq C_\delta \|f\|_1 \frac{1}{M_N} \sum_{\nu=0}^{N-1} M_{\nu+1} \leq C_\delta \|f\|_1.
\]
If $\delta = 1$ then we need only to write $\log m_\nu$ instead of $m_\nu^{1/\delta - 1}$ and the same conclusion follows, i.e. that $\sigma_{(1)}$ is strong 1-quasi-local. Of course, $\sigma_{(\delta)} (0 < \delta \leq 1)$ is also $H^1$-quasi-local. Therefore Weisz’s interpolation theorem cited above guaranties the boundedness of $\sigma_{(\delta)}$ stated in our theorem also for $\delta = 1$. Since the strong 1-quasi-locality with $(L^\infty, L^\infty)$-boundedness implies the weak type $(1, 1)$ (see e.g. Schipp–Wade–Simon and Pál [6] or Simon [8]), $\sigma_{(1)}$ is also of weak type $(1, 1)$.

It is clear that the same proof with a little modification leads to the $H^p$-quasi-locality of $\sigma_{(\delta)}$ from which we get by interpolation the rest statements and the proof of Theorem 1 is complete. \hfill $\Box$

We remark that by the proof $\sigma_{(\delta)} (0 < \delta \leq 1)$ is $H^p(H^p)$-quasi-local ($\delta \leq p \leq 1$) and strong 1-quasi-local for all $m$ independently on the quasi-boundedness of $m$.

Since the Vilenkin polynomials, i.e. the linear hull of $\hat{G}_m$ is dense in $L^1(G_m)$, from the weak type $(1, 1)$ part of Theorem 1 we get an estimation for growth of special Cesaro means by usual density argument. Namely, the following corollary is true.

**Corollary 1.** Assume that $m$ is quasi-bounded and $0 < \delta \leq 1$. Then for all $f \in L^1(G_m)$

$$\sigma_{M_n} f(x) - f(x) = o\left( (\lambda_n(\delta))^{1/\delta} \right) \quad (n \to \infty)$$

for almost every $x \in G_m$.

It is obvious that for bounded $m$ Theorem 1 remains true if we omit the factors $(\lambda_n(\delta))^{1/\delta} (n \in \mathbb{N})$ in the definition of the maximal operator. In other words, then all statements of Theorem 1 hold for the unweighted maximal operator $f \to \sup_n |\sigma_{M_n} f|$ instead of $\sigma_{(\delta)}$. (In this case we have $H^p(G_m) = L^p(G_m) \ (p > 1).$) Moreover, if $m$ is bounded then $f \to \sigma^* f := \sup_n |\sigma_n f|$ is bounded from $H^1(G_m)$ to $L^1(G_m)$ (see Fuji [1] and Simon [7]). Furthermore, in the bounded case this “full” maximal operator is of weak type $(1, 1)$ and for every $1 < r \leq \infty$ is bounded from $L^r(G_m)$ to $L^r(G_m)$ (see Pál and Simon [4]). Of course, then we can write in Corollary 1 $n$ and 1 instead of $M_n$ and $(\lambda_n(\delta))^{1/\delta}$, respectively. The $(H^1, L^1)$-boundedness of $\sigma^*$ was generalized to $(H^{p,q}, L^{p,q})$-boundedness (with some $p, q$) for bounded $m$ by Weisz in [11].
In [10] Wade considered a maximal operator \( \tilde{\sigma}(\delta) \) \((0 < \delta \leq 1)\) analogous to \( \sigma(\delta) \) but with weights \((\max\{m_0, \ldots, m_{n-1}\})^{1/\delta}\) instead of \((\lambda_n(\delta))^{1/\delta}\):

\[
\tilde{\sigma}(\delta)f := \sup_{n \geq 1} \frac{|\sigma_{M_n}f|}{(\max\{m_0, \ldots, m_{n-1}\})^{1/\delta}} \quad (f \in L^1(G_m)).
\]

He proved that \( \tilde{\sigma}(\delta) \) is bounded from \( L^\infty(G_m) \) to \( L^\infty(G_m) \) and \( \mathcal{H}^p \)-quasi-local for every \( \delta \leq p \leq 1 \) assumed that \( m \) satisfies the assumption (3). Therefore Weisz’s interpolation theorem cited above implies the boundedness of \( \tilde{\sigma}(\delta) \) : \( \mathcal{H}^{p,q}(G_m) \rightarrow L^{p,q}(G_m) \) if \( \delta < p < \infty \), \( 0 < q \leq \infty \). Unfortunately, from this cannot be deduced that \( \tilde{\sigma}(\delta) \) is of weak type \((1,1)\).

Theorem 1 is evidently an improving of Wade’s result.

To the formulation of the analogous result in the two-dimensional case let \( \alpha > 0 \) and define \( r \in \mathbb{N} \) by \( r - 1 < \alpha \leq r \). It is clear that \( r \geq 1 \). Furthermore, let

\[
\mu_{k,j} := \max\{m_0, \ldots, m_{s-1}\}, \quad \lambda_{k,j} := \max\{\log m_0, \ldots, \log m_{s-1}\},
\]

where \( s := \max\{k, j\} \) \((0 < j, k \in \mathbb{N})\). Now, we consider the two-parameter maximal operator \( \sigma_{a,\delta} \) for every \( 0 < \delta \leq 1 \) by

\[
\sigma_{a,\delta}f := \sup_{|k-j| \leq \alpha} \frac{|\sigma_{M_k,M_j}f|}{2r/\delta} \quad (f \in L^1(G_m^2)).
\]

Then the two-dimensional analogue of Theorem 1 reads as follows.

**Theorem 2.** Let us supposed that \( 0 < \delta \leq 1 \) and \( m \) is strong \( \delta \)-quasi-bounded. Then for every \( \delta \leq p \leq \infty \) the maximal operator \( \sigma_{a,\delta} : \mathcal{H}^p(G_m^2) \rightarrow L^p(G_m^2) \) is bounded. Moreover, if \( \delta < p < \infty \) and \( 0 < q \leq \infty \) then we have

\[
\|\sigma_{a,\delta}f\|_{p,q} \leq C_{p,q}\|f\|_{\mathcal{H}^{p,q}} \quad (f \in \mathcal{H}^{p,q}(G_m^2)).
\]

**Proof.** As in the one-dimensional case Lemma implies that \( \sigma_{a,\delta} : L^\infty(G_m^2) \rightarrow L^\infty(G_m^2) \) is bounded. Then, taking into account again Weisz’s theorem on interpolation (see the proof of Theorem 1), we need only to show that \( \sigma_{a,\delta} \) is \( \mathcal{H}^p \)-quasi-local for all \( \delta \leq p \leq 1 \). To this end let \( a \) be a
(two-parameter) $\mathcal{H}^p$-atom with support $I$. Clearly it can be assumed that $I = I_N \times I_N$ for some $N \in \mathbb{N}$. To the $\mathcal{H}^p$-quasi-locality it is enough to prove that

$$\int_{G^2_n \setminus I^r} (\sigma_{\alpha, \delta}a)^p \leq C_p.$$  \hspace{1cm} (6)

Let $A_1 := (G_m \setminus I_{N-r}) \times I_{N-r}$, $A_2 := I_{N-r} \times (G_m \setminus I_{N-r})$ and $A_3 := (G_m \setminus I_{N-r}) \times (G_m \setminus I_{N-r})$. We shall show that

$$\int_{A_l} (\sigma_{\alpha, \delta}a)^p \leq C_p \quad (l = 1, 2, 3),$$

from which (6) follows evidently.

First we deal with the case $l = 1$. As in the proof of Theorem 1 we get $\sigma_{M_n, M_s}a = 0$ if both $n$ and $s$ are less or equal than $N$. Thus we may suppose that either $n$ or $s$ is greater than $N$. If $|n - s| \leq \alpha$ then $n \geq N - r + 1$ or $s \geq N - r + 1$. Therefore

$$\sigma_{\alpha, \delta}f \leq \sup_{n, s \geq N - r + 1} \frac{|\sigma_{M_n, M_s}f|}{\lambda_{n, s} h_{n+r, s+r}}.$$ 

Let $(x, y) \in A_1$ and $N - r + 1 \leq n, s \in \mathbb{N}$ then

$$|\sigma_{M_n, M_s}(x, y)| = \left| \int_{I^r} \int_{I^r} a(u, v) K_{M_n}(x - u) K_{M_s}(y - v) \, du \, dv \right|$$

$$\leq \|a\|_{\infty} \|K_{M_s}\|_1 \int_{I^r} |K_{M_n}(x - u)| \, du.$$ 

Similarly to the proof of Theorem 1 we get

$$|\sigma_{M_n, M_s}(x, y)| \leq \|a\|_{\infty} \|K_{M_s}\|_1 \sum_{j=0}^{N-r-1} \frac{M_j}{M_n} \sum_{l=1}^{m_j-1} \frac{1}{\sin \frac{\pi l}{m_j}}$$

$$\times \int_{I^r} D_{M_n}(x + le_j - u) \, du.$$ 

Analogously to the one-dimensional case we may suppose that $x \in J_{r, l}^{N-r}$.
for some \( \nu = 0, \ldots, N-r-1 \) and \( l = 1, \ldots, m_\nu-1 \) in which case by Lemma

\[
|\sigma_{M_n, M_s, a}(x, y)| \leq \|a\|_\infty \|K_{M_\nu}\|_1 M_\nu \frac{1}{M_n \sin \frac{\pi l}{m_\nu}} \leq CM_{N-r}^{2/p} \log m_{s-1} M_\nu \frac{1}{M_n \sin \frac{\pi l}{m_\nu}} \\
\leq CM_{N-r}^{2/p} \log m_{s-1} \frac{M_\nu}{M_{N-r+1}} \frac{1}{\sin \frac{\pi l}{m_\nu}} \\
\leq C \left( \frac{M_N}{M_{N-r}} \right)^{2/p} \log m_{s-1} \frac{M_\nu}{M_{N-r+1}} \frac{M_{2/p}}{\sin \frac{\pi l}{m_\nu}} \\
\leq C \mu_{n+r,s+r, \lambda_{n,s}}^{2r/p} \frac{M_\nu}{M_{N-r+1}} \frac{M_{2/p}}{\sin \frac{\pi l}{m_\nu}}.
\]

Taking into consideration the definition of \( \sigma_{\alpha,\delta} \) we have by \( 2r/p \leq 2r/\delta \) that

\[
\sigma_{\alpha,\delta} a(x, y) \leq C \frac{M_\nu}{\sin \frac{\pi l}{m_\nu}} \frac{M_{2/p}}{M_{N-r+1}},
\]

from which by the strong \( \delta \)-quasi-boundedness of \( m \)

\[
\int_{A_1} (\sigma_{\alpha,\delta} a)^p = \sum_{\nu=0}^{N-r-1} \sum_{l=1}^{m_\nu-1} \int_{I_{\nu,l}} \int_{I_{N-r}} (\sigma_{\alpha,\delta} a)^p \\
\leq C_p \frac{1}{M_{N-r}^2} \sum_{\nu=0}^{N-r-1} \frac{M_{2/p}}{m_\nu} \frac{M_{2/p}}{M_{N-r+1}} \\
\leq C_p \left\{ \begin{array}{ll}
\frac{1}{M_{N-r+1}} \sum_{\nu=0}^{N-r-1} M_{\nu+1} \log m_\nu & (p = 1) \\
\frac{1}{M_{N-r+1}^p} \sum_{\nu=0}^{N-r-1} M_{\nu+1} m_\nu^{1-p} & (p < 1)
\end{array} \right.
\]

follows. (We recall that the strong \( \delta \)-quasi-boundedness implies the strong \( p \)-quasi-boundedness.)

The proof of the estimation \( \int_{A_2} (\sigma_{\alpha,\delta} a)^p \leq C_p \) is the same as above for \( A_1 \) instead of \( A_2 \). Finally, for \( (x, y) \in A_3 \) and \( n, s \in \mathbb{N} \) we get

\[
|\sigma_{M_n, M_s, a}(x, y)| \leq C \|a\|_\infty \int_{I_N} |K_{M_n}(x-\cdot)| \, du \int_{I_N} |K_{M_s}(y-\cdot)| \, dv.
\]
Thus applying the same method as above it follows that

$$\int_{A_3} (\sigma_{\alpha, \delta} a)^p \leq C_p \left( \sum_{\nu=0}^{N-r-1} \sum_{l=1}^{m_{\nu-1}} \frac{M_{\nu+1}^p}{M_{N-r+1}^p} \right)^2 \leq C_p,$$

which completes the proof of Theorem 2. \qed

We do not know whether $\sigma_{\alpha, \delta}$ is of weak type $(1,1)$ or not. In Wade [10] an analogous statement to Theorem 2 is proved for a maximal operator which is defined as $\sigma_{\alpha, \delta}$ but with $\mu_{k,j}^{1/\delta}$ instead of $\lambda_{k,j}$ and assumed (3). Of course, Wade’s theorem follows from Theorem 2.

If $m$ is bounded then – as in Theorem 1 – the weights $\lambda_{k,j} \mu_{k+r,j+r}^{2r/\delta}$ can be omitted in the definition of our maximal operator and all statements of Theorem 2 follow for $f \to \sup_{|n-s| \leq \alpha} |\sigma_{M_n, M_s} f|$ (see Weisz [12]). Moreover, Weisz proved analogous theorems also for the maximal operators $f \to \sup_{n,s} |\sigma_{n,s} f|$, $f \to \sup_{2^{-\alpha} \leq n/s \leq 2^\alpha} |\sigma_{n,s} f|$, $f \to \sup_{n,s} |\sigma_{n,s} f|$ (for details see Weisz [12]).
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