Publ. Math. Debrecen
75/1-2 (2009), 167-172

Solution of a bisymmetry equation on a restricted domain

By IMRE KOCSIS (Debrecen)

This paper is dedicated to the 70th birthday of Professor Zoltdn Dardczy

Abstract. Let X C R be an open interval and define the set A by A = {(z,y) €
X x X | z <y}. In this note we give the solution of the equation F(G(z,y),G(u,v)) =
G(F(z,u), F(y,v)), which holds for all (x,y) € A, (z,u) € A, (y,v) € A, and (u,v) € A,
where the functions F : A — X and G : A — X are continuous and strictly increasing
in each variable, and we suppose that F(z,z) = 2 and G(z,z) = z for all x € X. The
problem has been posed and investigated by M. V. SOKoOLOV in [6].

1. Introduction

In the following we denote the set of real numbers and the set positive integers
by R and N, respectively. By an interval we mean a subinterval of positive length
of R (possibly unbounded) and by a rectangle we mean the Cartesian product
of two intervals. A real-valued continuous function defined on an interval or on
a rectangle is called CM function if it is strictly monotonic in each variable and
called CI function if it is strictly increasing in each variable.

Let I and J be intervals, and let R be a rectangle such that I x J C R. A
function Q : R — R is a quasi-sum on I x J if there exist CM functions o : I — R,
B:J—Randvy:a(l)+ 6(J) — Rsuch that Q(z,y) = y(a(z) + B(y)) for all
(z,y) € I x J. The triple (a, 3, 7) is called a generator of Q (functions a, 3, and
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~ are generator functions of @)). A function @ : R — R is a local quasi-sum on
Ix Jif for all (i,7) € I x J there exist an open rectangle Ry such that (i,j) € Ry
and Q is a quasi-sum on (I x J) N Ry.

The equation of generalized bisymmetry

F(Gl(x>y)7G2(u7v)) :G(Fl(xﬂu)7F2(yuv))7 (B)

where the functions are defined on rectangles was investigated by several authors
(see e.g. AczEL [1] and MAKSA [2]). The CM solutions of equation (B) are given
by the following

Theorem 1.1 (MAKSA [2]). Let X171, X12, X21, and Xoy be intervals and let
X1 xX10 >R, Fy: XoyxXos =R, G : X11x X901 — R, Gs: X19x X9 — R,
F : Gl(X117X21) X GQ(X]AQ,XQQ)—UR, G: Fl(X117X12) X FQ(Xgl,XQQ) — R be
CM functions. Equation (B) holds for all (x,y,u,v) € X11 X Xo1 X X12 X Xoo If,
and only if, there exists an interval I and there exist CM functions ¢ : I — R,
ar; : Gi(X11,X91) — Ryag @ Ga(X12,X22) — R,y ¢ Fi(X11,X12) — Ryye ¢
Fz(X21,X22) — R, 811 Xi1 — R, B2 1 X12 — R, a1 : Xog — R, and B3 :
Xo9 — R such that

z,y) € G1(X11, Xo1) X G2(X12, X22)

z,y) € X11 X X129

z,y) € F1(X11, X12) X Fo(Xo1, Xa2)

(z,y) (
(z,y) (
Fa(z,y) =75 ' (Bar(z) + Ba2()), (2,y) € X1 x Xao
(2,9) (
(z,9) (z,y) € X11 X Xo1
(

)
)
)
)
)
)

x,Y) € X12 X X22.

The following theorem also plays an important role in our investigations.

Theorem 1.2 (MAksA [4]). Let X and Y be intervals of positive length
and suppose that () : X XY — R is a local quasi-sum on X x Y. Then @ is a
quasi-sum on X X Y.

2. The solution of equation (B) on a restricted domain

Let X =]a, b[ and introduce the following notations: A= {(z,y) € X% |z <y},
Ar={(z,y) e X? |z <y<c},ifa<c<b and H* = {(x,y) € H |z < y}, if
H C R
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Finding the solutions of equation
F(G(z,y),G(u,v)) = G(F(x,u), F(y,v)), (BA)

where (BA) holds for all (x,y) € A, (z,u) € A, (y,v) € A, and (u,v) € A,
F:A — X and G: A — X are CI functions furthermore F(z,z) = z and
G(z,z) = x for all z € X was posed in [6] by M. V. SOKOLOV in connection
with an axiomatization of so-called rank-dependent utility (see Theorem 6 and
equation (44) in [6]). The following theorem gives the solutions.

Theorem 2.1. Let X be an open interval. Suppose that F' : A — X and
G : A — X are CI functions. Then equation (BA) holds for all (z,y) € A,
(x,u) € A, (y,v) € A and (u,v) € A if, and only if, there exist CI functions
p: F(X,X) > Rand ¢ : G(X,X) — R and there exist A € ]0,1[ and p € ]0,1]
such that

F(z,y) = ¢ (Ao(@) + (1= Ne(y), (2.y) €A, (2.1)
Gla,y) =97 (mp(2) + (1= wv(y), (w.y) € A. (2:2)
To prove this theorem we need the following
Lemma 2.2. Let a < ¢ < b, z1 € ]0,1[, 22 €]0,1[, let 61 : Ja,c] — R and
d2 : ]a,c] — R be CI functions. Equation
01 (2101 (2) + (1 = 21)81(y)) = 65 " (2202 () + (1 — 22)02(y)) (2.3)

holds for all (z,y) € A, if, and only if, z1 = zo and there exist 0 < £ € R and
1 € R such that
da(z) =&01(x)+n, =z €]a,d]. (2.4)

PROOF. If d2(z) = £61(x) +n, x € | a,c] for some 0 < £ € R and 7 € R, then
an easy calculation gives (2.3).

Now suppose that (2.3) holds for all (z,y) € A.. Then for the function
€ = 6y 067! with the notations p = d1(z), and ¢ = da2(y) we have a Jensen
equation

e(zp+ (1 —21)q) = 2e(p) + (1 = 22)e(0),  (p,q) €]61(a), 61 (0)]*".

Applying the method used by MAKSA in the proof of the Lemma in [3] we get
that there exist 0 < k € R and m € R such that (r) = 5 0 67 () = kr 4+ m,
r € ]61(a),d1(c)] which implies (2.4) and

87 (z181(2) + (1= 21)61(y) = 07 ' (2201 () + (1 — 22)81(y)),

whence z; = z9 follows. [l
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Now we are ready to prove Theorem 2.1.

PROOF OF THEOREM 2.1. It is easy to check that the functions F' and G
have the form (2.1) and (2.2) satisfy (BA). We have to prove our statement only
in the other direction.

Let a < ¢ < b and define the subsets X7 = ]a, ], X2 = [¢,b] of X and the
subsets X171 =] a,c]**, Xaa = [¢,b[**, and X12 =]a,c] X [¢,b] of A.

First we show that F' and G are quasi-sums on Xi5. Let a < d < e < b.
Then (BA) holds for all (x,y) € Ja,d] x [d,e] and (u,v) € [d, €] x [e,b]. Thus, by
Theorem 1.1, F'is a quasi-sum on |a, d] X [d, €] and G is a quasi-sum on [d, €] x [e, b]
for arbitrary a < d < e < b. It is easy to see that functions F' and G are local
quasi-sums on X9, furthermore, by Theorem 1.2, F and G are quasi-sums on X7s.

The generator functions of a CI function are monotonic in the same sense.
So, without loss of generality, we may suppose that the generator functions of
F and G are CI functions, that is, there exist CI functions a7 : X; — R,
Br: Xy — R oAyt tar(X) +Bi(Xe) = R, g : X1 — R, By 0 Xy — R,
’y;l : O{Q(Xl) —|—ﬂ2(X2) — R7 such that

F(x,y) = 7;1<a1(x) + ﬁl(y))? (may) € Xio, (25)
G(z,y) =75 '(aa(x) + B2 (y),  (x,y) € X2 (2.6)

Equation (BA) holds for all (z,u) € X11 and (y,v) € Xgo. It follows from
the properties of F' that F(X1;) C X; and F(Xa2) C Xa, so (z,u) € Xi1,
(y,v) € Xoo imply that (z,y) € X192, (u,v) € X12, and (F(z,y), F(u,v)) € Xi2.
Thus, by (2.6), (BA) can be written in the form

VQOF(72_1(O{Q(x)+ﬁ2(y))a72_1 (Oég(u)-i-ﬁg(’l)))) = OKQOF(J},U)—FﬁQOF(y,’U), (27)
(z,u) € X11, (y,v) € Xoo. With the functions H, K, and L defined by
H(tl, tg) =90 F(Oégl(tl), a;l(t2>), (tl,tz) S 042()(1)2*7

K(s1,82) = B2 0 F(B3 ' (51), 85 ' (52)), (51,82) € B2(X2)™,
L(ri,ma) =20 F(yy ' (r1),75 ' (r2)), (r1,72) € (a2(X1) + B2(X2))**
(2.7) goes over into the form
L(t1 4 s1,ta + s2) = H(t1,t2) + K(s1, $2),

(t1,t2) € an(X1)>, (s1,52) € Ba(X2)*"
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Thus, by Theorem 1 in RADO-BAKER [5], we have that
H(t1,t2) = kit1 + kata +ma, (t1,t2) € aa(X1)*,
K(s1,52) = k151 + kasa + ma, (s1,52) € B2(X2)*>,
L(ri,re) = kir1 + kar1 +my +ma,  (r1,71) € (a2(X1) + 52(X2))2*7

where 0 < k1 € R, 0 < ko € R, m; € R,my € R. Because of the property
F(z,z) = 2, x € X we have that H(z,z) = z, © € as(X;) and K(z,z) = z,
x € B2(X1), so, after some calculation, we get that k1 + ko = 1 and m; = mg = 0.
That is, there exists we € |0, 1] such that

H(tl,tg) = wot1 + (1 — wg)tg, (t17t2) S 042(X1)2* (28)
and
K(Sl, Sg) = w981 + (1 — ’LUQ)SQ, (81, 82) S ﬁg(Xg)Q*. (29)

Equations (2.8) and (2.9), with the definition of H and K, imply that

F(z,y) = ay' o Glaa(2), a2(y)) = ay (waas(x) + (1 — w)aa(y)),
(z,9) € X11 (2.10)

and

F(z,y) = 85" o K(B2(x), B2(y)) = By (wafa(x) + (1 —w2)a(y)), (2,y) € Xoa,

respectively. Let (¢,) : N — X be a strictly increasing sequence with limit b.
Because of (2.10), we have that for every n € N there exist CI functions c,, :
la,cn] — R and w,, €]0,1[ such that

F(z,y) = ac_nl (We, e, () + (1 —we, e, (y), (7,y) € A, (2.11)

By induction we construct a sequence of CI functions ¢, : Ja,¢,] — R
(n € N) with the properties

©n Cont1 (neN) (2.12)

that is, ¢, is a restriction of ¢, 1 (n € N) and

F(z,y) =0, (on(x) + (1= Nen(v), (z,9) €A, (neN),  (213)

where A €]0,1[. Let ¢; = o, and A = w,,. Then

01 QApn(2) + (1= N1 () = ag, (we, ey (1) + (1 = wey)ae, (1)), (2,9) € A,
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By our Lemma, there exist 0 < &, € R and 7., € R such that ¢1(z) = &, o, (x)+
Ney, T € ]a,cq]. Let

‘P2(73> = &¢, Qe (x) T Neys T E ]a" 62}'

Then @1 C 2 and F(z,y) = 3 ' (Apa(z) + (1 = Nea(y)), (2,y) € Ac,.

Continue this procedure. Because of the connection between the functions
©n t]a,cpy] — Rand a, ., :]a,cyq1] — R given by our Lemma, we can construct
the function ¢, +1 on Ja, ¢,+1] (n € N) such that the sequence (¢,,) satisfies (2.12)
and (2.13).

Finally define the function ¢ : X — R by ¢ = [J;__; ¢n, that is, for arbitrary
x € X p(x) = pn(x) for some n € N. By (2.12), this definition is correct and an
easy calculation shows that (2.1) holds.

Because of the symmetry of (BA) in F' and G, a similar calculation shows
that the function G has the form (2.2). O
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