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Fuzzy approximation based on statistical rates

By OKTAY DUMAN (Ankara)

Abstract. In this paper, we obtain some fuzzy Korovkin-type results based on

statistical rates. Our results cover not only the fuzzy Korovkin theory but also the sta-

tistical fuzzy Korovkin theory. Important applications and remarks are also presented.

1. Introduction

Fuzzy analogue of the classical Korovkin theory was first introduced by
Anastassiou [2] (see also [1], [3], [4], [10]). Recently, some statistical fuzzy
approximation theorems have been obtained by using the concept of statistical
convergence that is a weaker method than the ordinary convergence (see, e.g.,
[5], [7]).

The main goal of this paper is to construct some fuzzy Korovkin-type approx-
imation results based on statistical rates instead of statistical converge or ordinary
convergence. Our approach covers both the algebraic case and the trigonometric
case in the fuzzy sense. We show that our new results are more general than
the classical fuzzy Korovkin results in [2] and the statistical fuzzy approximation
theorems in [5], [7]. Especially, we display a non-trivial application which verifies
our generalization.

This paper is organized as follows. In the first section, we recall some basic
concepts from fuzzy theory and summability theory. In the second section, we
give fuzzy Korovkin-type results based on the statistical rates in algebraic case,
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while, in the third section, we get ones in trigonometric case. The last section of
the paper is devoted to some important applications and remarks.

A fuzzy number is a function µ : R→ [0, 1], which is normal, convex, upper
semi-continuous and the closure of the set supp(µ) is compact, where supp(µ) :=
{x ∈ R : µ(x) > 0}. The set of all fuzzy numbers are denoted by RF . Let

[µ]0 := {x ∈ R : µ(x) > 0} and [µ]r := {x ∈ R : µ(x) ≥ r}, (0 < r ≤ 1).

Then, it is well-known [11] that, for each r ∈ [0, 1], the set [µ]r is a closed and
bounded interval of R. For any u, v ∈ RF and λ ∈ R, it is possible to define
uniquely the sum u⊕ v and the product λ¯ u as follows:

[u⊕ v]r = [u]r + [v]r and [λ¯ u]r = λ[u]r, (0 ≤ r ≤ 1).

Now denote the interval [u]r by [u(r), u
(r)
+ ], where u(r) ≤ u

(r)
+ and u(r), u

(r)
+ ∈ R

for r ∈ [0, 1]. Then, for u, v ∈ RF , define

u ¹ v ⇔ u(r) ≤ v(r) and u
(r)
+ ≤ v

(r)
+ for all 0 ≤ r ≤ 1.

Define also the following metric D : RF × RF → R+ by

D(u, v) = sup
r∈[0,1]

max
{
|u(r) − v(r)|, |u(r)

+ − v
(r)
+ |

}
.

In this case, (RF , D) is a complete metric space (see [17]).
Now let A = [ajn], j, n ∈ N, be an infinite summability matrix. For a given

sequence x := (xn)n∈N, the A-transform of x, denoted by Ax := {(Ax)j}j∈N, is
given by (Ax)j =

∑∞
n=1 ajnxn provided the series converges for each j. We say

that A is regular if limj(Ax)j = L whenever limn xn = L (see, for instance, [12]).
Assume that A = [ajn] is a non-negative regular summability matrix. Then, for a
given sequence (µn)n∈N of fuzzy numbers, we say that (µn)n∈N is A-statistically
convergent to a fuzzy number µ ∈ RF , which is denoted by stA−limn D(µn, µ)= 0,
if, for every ε > 0,

lim
j

∑

n:D(µn,µ)≥ε

ajn = 0

holds (see [5], [7]). Recall that the scalar version of the above definition was
first introduced by Freedman and Sember [9]. Observe now that if we take
A = C1 = (cjn), the Cesáro matrix of order one, then C1-statistical convergence
coincides with the notion of statistical convergence of fuzzy valued sequences given
by Nuray and Savaş [16]. Actually, the idea of statistical converge of number
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sequences was noticed by Fast [8]. Furthermore, if A is replaced by the identity
matrix, then we have the fuzzy convergence given by Matloka [14].

In order to obtain fuzzy approximation theorems based on statistical rates,
we will use the following statistical rates. Let (µn)n∈N be a fuzzy valued sequence,
and let A = [ajn] be a non-negative regular summability matrix. Assume that
(pn)n∈N is a non-increasing sequence of positive real numbers. Then
• (µn)n∈N is said to be A-statistically convergent to a fuzzy number µ with the

rate of o(pn) if, for every ε > 0,

lim
j

1
pj

∑

n:D(µn,µ)≥ε

ajn = 0.

In this case we write µn − µ = stA − o(pn) as n →∞;
• (µn)n∈N is said to be is A-statistically convergent to µ with the rate of õ(pn),

denoted by D(µn, µ) = stA − õ(pn), as n →∞, if, for every ε > 0,

lim
j

∑

n:D(µn,µ)≥pnε

ajn = 0.

Note that the rate of convergence given by “o” is more controlled by the
entries of the summability method rather than the terms of the sequence (µn)n∈N.
However, according to the statistical rate “ õ ”, the rate is mainly controlled by
the terms of the fuzzy sequence (µn)n∈N.

Furthermore, we can give the corresponding statistical rates of a real sequence
(xn)n∈N. In this case, we may write that

xn − L = stA − o(pn) as n →∞ if lim
j

1
pj

∑

n:|xn−L|≥ε

ajn = 0 for every ε > 0

and

xn − L = stA − õ(pn) as n →∞ if lim
j

∑

n:|xn−L|≥εpn

ajn = 0 for every ε > 0.

2. Fuzzy Korovkin theory in algebraic case

Let m ∈ N and Γm := [a1, b1]×· · ·×[am, bm]. As usual, let C(Γm) denote the
space of all real-valued continuous functions on Γm endowed with the usual supre-
mum norm ‖ · ‖. Assume that f : Γm → RF be a fuzzy number valued function.
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Then f is said to be fuzzy continuous at x0 := (x0
1, . . . , x

0
m) ∈ Γm provided that

whenever x := (xn)n∈N = (xn,1, . . . , xn,m)n∈N → x0, then D(f(xn), f(x)) → 0 as
n → ∞. Also, we say that f is fuzzy continuous on Γm if it is fuzzy continuous
at every point x ∈ Γm. The set of all fuzzy continuous functions on the set Γm

is denoted by CF (Γm) (see, for instance, [2]). Notice that CF (Γm) is only a cone
not a vector space. Now let L : CF (Γm) → CF (Γm) be an operator. Then L is
said to be fuzzy linear if, for every λ1, λ2 ∈ R having the same sign and for every
f1, f2 ∈ CF (Γm), and x = (x1, . . . , xm) ∈ Γm,

L (λ1 ¯ f1 ⊕ λ2 ¯ f2;x) = λ1 ¯ L(f1;x)⊕ λ2 ¯ L(f2;x)

holds. Also L is called fuzzy positive linear operator if it is fuzzy linear and the
condition L(f ;x) ¹ L(g;x) is satisfied for any f, g ∈ CF (Γm) and all x ∈ Γm

with f(x) ¹ g(x). Also, if f, g : Γm → RF are fuzzy number valued functions,
then the distance between f and g is given by

D∗(f, g) = sup
x∈Γm

sup
r∈[0,1]

max
{
|f (r) − g(r)|, |f (r)

+ − g
(r)
+ |

}
.

In this section, for x = (x1, . . . , xm) ∈ Γm, we use the following test functions

e0(x) := 1, ej(x) := xj , em+j(x) := x2
j (j = 1, 2, . . . , m).

Theorem 2.1. Let A = [ajn] be a non-negative regular summability matrix,

and let {Ln}n∈N be a sequence of fuzzy positive linear operators from CF (Γm)
into itself. Assume that there exists a corresponding sequence {L̃n}n∈N of positive

linear operators from C(Γm) into itself with the property

{
Ln(f ;x)

}(r)

± = L̃n

(
f

(r)
± ;x

)
for x ∈ Γm and n ∈ N. (2.1)

Assume further that (pk,n)n∈N, k = 0, 1, . . . , 2m, are non-increasing sequences of

positive real numbers. If, for each k = 0, 1, . . . , 2m,

∥∥L̃n(ek)− ek

∥∥ = stA − o(pk,n) as n →∞, (2.2)

then, for all f ∈ CF (Γm), we have

D∗(Ln(f), f
)

= stA − o(qn) as n →∞. (2.3)

where (qn)n∈N is the sequence whose terms are defined by qn := max0≤k≤2m{pk,n}
for every n ∈ N.



Fuzzy approximation based on statistical rates 457

Proof. Let x = (x1, . . . , xm) ∈ Γm be fixed, and let f ∈ CF (Γm). Then, we
may write that, for every ε > 0, there exist a δ > 0 such that D(f(y), f(x)) < ε

holds for every y = (y1, . . . , ym) ∈ Γm satisfying |y−x| :=
√∑m

i=1(yi − xi)2 < δ.
So, the inequality |f (r)

± (y)−f
(r)
± (x)| < ε holds true for every r ∈ [0, 1] and y ∈ Γm

satisfying |y−x| < δ. Now, using (2.1) and also considering the multivariate case
of the proof of Theorem 2.1 in [5], we immediately get

D∗ (Ln(f), f) ≤ ε + K(ε)
2m∑

k=0

∥∥L̃n (ek)− ek

∥∥, (2.4)

where K(ε) is a certain positive constant depending on ε. Then, for a given
ε′ > 0, chose ε > 0 such that 0 < ε < ε′, and also define the following sets:

U := {n ∈ N : D∗(Ln(f), f) ≥ ε′},

Uk :=
{

n ∈ N :
∥∥L̃n(ek)− ek

∥∥ ≥ ε′ − ε

(2m + 1)K(ε)

}
, k = 0, 1, . . . , 2m.

Then inequality (2.4) gives

U ⊆
2m⋃

k=0

Uk,

which guarantees that, for each j ∈ N,

∑

n∈U

ajn ≤
2m∑

k=0

( ∑

n∈Uk

ajn

)
.

Also, by the definition of (qn)n∈N, we have

1
qj

∑

n∈U

ajn ≤
2m∑

k=0

(
1

pk,j

∑

n∈Uk

ajn

)
. (2.5)

If we take limit as j → ∞ in the both sides of inequality (2.5) and use the
hypothesis (2.2), we see that

lim
j

∑

n∈U

ajn = 0,

which gives (2.3). So, the proof is completed. ¤

We also get the next result.
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Theorem 2.2. Let A = [ajn], (pk,n)n∈N (k =0, 1, . . . , 2m), (qn)n∈N, {Ln}n∈N
and {L̃n}n∈N be the same as in Theorem 2.1 with the property (2.1). If, for each

k = 0, 1, . . . , 2m,

∥∥L̃n(ek)− ek

∥∥ = stA − õ(pk,n) as n →∞, (2.6)

then, for all f ∈ CF (Γm), we have

D∗ (Ln(f), f) = stA − õ(qn) as n →∞. (2.7)

Proof. By (2.4), it is clear that, for any ε > 0,

D∗ (Ln(f), f) ≤ εqn + C ′(ε)
2m∑

k=0

∥∥L̃n(ek)− ek

∥∥ (2.8)

holds for some C ′(ε) > 0. Now, as in the proof of Theorem 2.1, for a given ε′ > 0,
choosing ε > 0 such that ε < ε′, we now consider the following sets:

E := {n ∈ N : D∗ (Ln(f), f) ≥ ε′qn} ,

Ek :=
{

n ∈ N :
∥∥L̃n(e0)− e0

∥∥ ≥
(

ε′ − ε

(2m + 1)C ′(ε)

)
pk,n

}
, k = 0, 1, . . . , 2m.

In this case, we claim that

E ⊆
2m⋃

k=0

Ek. (2.9)

Indeed, otherwise, there would be an element n ∈ E but n /∈ ⋃2m
k=0 Ek. So, we get

n /∈ E0 ⇒
∥∥L̃n(e0)− e0

∥∥ <

(
ε′ − ε

(2m + 1)C ′(ε)

)
p0,n,

n /∈ E1 ⇒
∥∥L̃n(e1)− e1

∥∥ <

(
ε′ − ε

(2m + 1)C ′(ε)

)
p1,n,

. . .

n /∈ E2m ⇒ ∥∥L̃n(e2m)− e2m

∥∥ <

(
ε′ − ε

(2m + 1)C ′(ε)

)
p2m,n.

By the definition of (qn)n∈N, we immediately see that

C ′(ε)
2m∑

k=0

∥∥L̃k(ek)− ek

∥∥ < (ε′ − ε)qn (2.10)
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Since n ∈ E, we have D∗(Ln(f), f) ≥ ε′qn, and hence, by (2.8),

C ′(ε)
2m∑

k=0

∥∥L̃k(ek)− ek

∥∥ ≥ (ε′ − ε)qn,

which contradicts with (2.10). So, our claim (2.9) holds true. Now, it follows
from (2.9) that

∑

n∈E

ajn ≤
2m∑

k=0

( ∑

n∈Ek

ajn

)
. (2.11)

Letting j →∞ in (2.11) and also using (2.6), we observe that

lim
j

∑

n∈E

ajn = 0,

which means (2.7). The proof is completed. ¤

Remark 2.1.
• If m = 1 and pk,n ≡ 1 for each k = 0, 1, 2, then our Theorem 2.1 (or, Theo-

rem 2.2) reduces to Theorem 2.1 of [5].
• If A = I, the identity matrix, m = 1 and pk,n ≡ 1 for each k = 0, 1, 2, then

we obtain the classical fuzzy Korovkin theorem in algebraic case (see [2]).

3. Fuzzy Korovkin theory in trigonometric case

Let C2π(Rm) denote the space of all real-valued continuous and 2π-periodic
functions on Rm (m ∈ N). We recall that if a function f in Rm has period 2π,
then, for every x = (x1, . . . , xm) ∈ Rm,

f(x1, . . . , xm) = f(x1 + 2kπ, x2, . . . , xm)

= f(x1, x2 + 2kπ, . . . , xm)

. . .

= f(x1, x2, . . . , xm + 2kπ)

holds for k = 0,±1,±2, . . . . (see, for instance, [15, p. 126]). Then, C∗(Rm) is a
Banach space with the norm ‖ · ‖2π defined by

‖f‖2π := sup
x∈Rm

|f(x)|, f ∈ C2π(Rm).
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In this section, for any x = (x1, . . . , xm) ∈ Rm, we use the following test functions

f0(x) = 1, fj(x) = cos xj , fm+j(x) = sin xj (j = 1, 2, . . . , m).

Now Let f : Rm → RF be a fuzzy number valued functions. Then, by CF (Rm)
we denote the set of all fuzzy continuous functions on Rm. Notice that CF (Rm)
is only a cone not a vector space. By C

(F)
2π (Rm) we mean the space of all fuzzy

continuous and 2π-periodic functions on Rm (see [6]).
Then we have the following result.

Theorem 3.1. Let A = [ajn] be a non-negative regular summability matrix,

and let {Ln}n∈N be a sequence of fuzzy positive linear operators from C
(F)
2π (Rm)

into itself. Assume that there exists a corresponding sequence {L̃n}n∈N of positive

linear operators from C2π(Rm) into itself with the property

{Ln(f ;x)}(r)± = L̃n

(
f

(r)
± ;x

)
for x ∈ Rm and n ∈ N. (3.1)

Assume further that (pk,n)n∈N, k = 0, 1, . . . , 2m, are non-increasing sequences of

positive real numbers. If, for each k = 0, 1, . . . , 2m,

∥∥L̃n(fk)− fk

∥∥
2π

= stA − o(pk,n) as n →∞,

then, for all f ∈ C
(F)
2π (Rm), we have

D∗(Ln(f), f) = stA − o(qn) as n →∞.

where (qn)n∈N is the sequence whose terms are defined by qn := max0≤k≤2m{pk,n}
for every n ∈ N.

Proof. By using a similar idea as in the proof of Theorem 2.1 in [7], it is
not hard to see that, for every f ∈ C

(F)
2π (Rm),

D∗(Ln(f), f) ≤ ε + D(ε)
2m∑

k=0

‖Ln(fk)− fk‖2π

holds for every ε > 0 and for some positive constant D(ε). Now the remain part
of the proof is completely similar to the proof of our Theorem 2.1. ¤

The above proof can easily be modified to prove the following analog.
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Theorem 3.2. Let A = [ajn], (pk,n)n∈N (k = 0, 1, . . . , 2m), (qn)n∈N, {Ln}n∈N
and {L̃n}n∈N be the same as in Theorem 3.1 with the property (3.1). If, for each

k = 0, 1, . . . , 2m,

∥∥L̃n(fk)− fk

∥∥
2π

= stA − õ(pk,n) as n →∞,

then, for all f ∈ C
(F)
2π (Rm), we have

D∗ (Ln(f), f) = stA − õ(qn) as n →∞.

Remark 3.1.
• If m = 1 and pk,n ≡ 1 for each k = 0, 1, 2, then our Theorem 3.1 (or, Theo-

rem 3.2) reduces to Theorem 2.1 of [7].
• If A = I, the identity matrix, m = 1 and pk,n ≡ 1 for each k = 0, 1, 2, then

we obtain the fuzzy Korovkin theorem in trigonometric case (see [6]).

4. Concluding remarks

In this section, we display an example that corrects our results. Take A =
C1 = [cjn], the Cesáro matrix of order, defined by

cjn :=





1
j
, if 1 ≤ n ≤ j

0, otherwise.

Consider the sequences (un) and (vn) defined respectively by

un =





0, if n = i2, (i = 1, 2, . . . ),

1, otherwise.

and

vn =





0, if n = i3, (i = 1, 2, . . . ),

1, otherwise.

Then, since, for every ε > 0,

3
√

j
∑

n≤j:|un−1|≥ε

1
j
≤

3
√

j
√

j

j
→ 0 as j →∞,
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√
j

∑

n≤j:|vn−1|≥ε

1
j
≤
√

j 3
√

j

j
→ 0 asj →∞,

4
√

j
∑

n≤j:|unvn−1|≥ε

1
j
≤

4
√

j( 3
√

j +
√

j)
j

→ 0 as j →∞,

we may write that

1− un = stC1 − o

(
1
3
√

n

)
as n →∞,

1− vn = stC1 − o

(
1√
n

)
as n →∞,

1− unvn = stC1 − o

(
1
4
√

n

)
as n →∞.

Now taking m = 2, we define the fuzzy positive linear operators as follows:

Ln(f ;x) = vn¯
n⊕

k,l=0

(
n

k

)(
n

l

)
uk+l

n xk
1(1−unx1)n−kxl

2(1−unx2)n−l¯f

(
k

n
,

l

n

)
,

(4.1)
where f ∈ CF ([0, 1]× [0, 1]), x = (x1, x2) ∈ [0, 1]× [0, 1] and n ∈ N. In this case,
the corresponding positive linear operators as in Theorem 2.1 are given by

{Ln(f ;x)}(r)± = L̃n

(
f

(r)
± ;x

)

= vn

n∑

k,l=0

(
n

k

)(
n

l

)
uk+l

n xk
1(1− unx1)n−kxl

2(1− unx2)n−lf
(r)
±

(
k

n
,

l

n

)
,

where f
(r)
± ∈C([0, 1]× [0, 1]) and r∈ [0, 1]. After some simple calculations, we get

L̃n(e0;x) = vne0(x),

L̃n(e1;x) = unvne1(x),

L̃n(e2;x) = unvne2(x)

L̃n(e3;x) = u2
nvne3(x)− u2

nvnx2
1

n
+

unvnx1

n
,

L̃n(e4;x) = u2
nvne4(x)− u2

nvnx2
2

n
+

unvnx2

n
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Then, we obtain that

‖L̃n(e0)− e0‖ = 1− vn,

‖L̃n(e1)− e1‖ = 1− unvn,

‖L̃n(e2)− e2‖ = 1− unvn,

‖L̃n(e3)− e3| ≤ 1− u2
nvn +

2
n

,

‖L̃n(e4)− e4‖ ≤ 1− u2
nvn +

2
n

.

By the definition of (un)n∈N, it is not hard to see that u2
n = un for each n ∈ N.

Hence, we immediately get

‖L̃n(e0)− e0‖ = stC1 − o

(
1√
n

)
as n →∞,

‖L̃n(e1)− e1‖ = stC1 − o

(
1
4
√

n

)
as n →∞,

‖L̃n(e2)− e2‖ = stC1 − o

(
1
4
√

n

)
as n →∞,

‖L̃n(e3)− e3‖ = stC1 − o

(
1
4
√

n

)
as n →∞,

‖L̃n(e4)− e4‖ = stC1 − o

(
1
4
√

n

)
as n →∞.

Then, by Theorem 2.1, we obtain, for all f ∈ CF ([0, 1]× [0, 1]), that

D∗ (Ln(f), f) = stC1 − o

(
1
4
√

n

)
as n →∞,

where {Ln}n∈N is given by (4.1). However, since the sequences (un)n∈N and
(vn)n∈N is non-convergent (in the usual sense), the sequence {Ln(f)}n∈N is not
fuzzy convergent to f . So, this example clearly shows that our fuzzy approxima-
tions based on statistical rates are more applicable than both fuzzy approximation
in [2], [6] and statistical fuzzy approximation in [5], [7].

Acknowledgement. The author would like to thank the referee for care-
fully reading the manuscript.
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