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A novel test for unique decipherability of codes

By JÁNOS FALUCSKAI (Nýıregyháza)

Abstract. Having a set C of codewords wi we have to decide whether there are

two or more sequences of codewords which form the same chain of characters of code-

words. A code C is UD (uniquely decipherable) code, if every message has at most one

factorization with respect to code C, that is, if x1x2 . . . xn = y1y2 . . . ym holds, where

x1, x2, . . . , xn, y1, y2, . . . , ym ∈ C, then n = m and x1 = y1, . . . , xn = yn. We have

developed an algorithm that solves this problem by using finite automata in [1]. In this

paper we suppose that there is no empty string in the set of coded messages. Thus, we

investigate the language C+. In these cases the automata have more states, but we get

more applicable results.

1. Introduction

The decipherability of codes has been investigated by Sardinas and Pat-

terson [2] foremost. It is known as Sardinas–Patterson algorithm. The result

involved a number of papers by Markov [3], Bandyopadhyay [4], Levensh-

tein [5], Riley [6], de Luca [7]. The design of an efficient algorithm is descri-

bed by Spehner [8], Rodeh [9], Apostolico and Giancarlo [10], McClos-

key [11]. The complexity of the algorithm which decides the decipherability of a

code is not known, but Hoffmann [12], Galil [13], McCloskey [11] andKönig

[14] have reached useful results. The concept of decipherability was extended to

infinite words and their languages in [15], [16], [17] and [18].

In this paper we give a novel algorithm based on automata theory. The

unique decipherability of the codes is a special problem in the automata the-

ory, namely we have to test whether a given rational expression is unambiguous.
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Standard decision procedures exist concerning this question, see Eilenberg [19],

or Aho et al. The connection between codes and regular expressions has been

pointed out by Brzozowsky [20].

In general we can say that a code is a set of sequences of letters. In the course

of coding we assign various codewords to the letters of the source messages, this

process is called verbatim coding. We can code by non verbatim methods, but the

decipherability of a code does not depend on the alphabet of the source message

and the methods. So the decipherability only depends on the set of codewords.

A verbatim coding is given by f : Σ → ∆+, where Σ is the alphabet of the source

message and the set ∆ is the alphabet of the code. The coding defined by f will

be decipherable, if the following criterion is fulfilled:

f(x1) . . . f(xn) = f(y1) . . . f(ym) ⇒ n = m and f(xi) = f(yi), xi = yi,

where xi, yi ∈ Σ, f(xi), f(yi) ∈ ∆+.

The mapping f is homomorphic by the definition of verbatim coding and the

properties of the concatenation. Thus, we can formulate with the following way:

g : Σ+ → ∆+. In this case the decipherability means the following:

g(x1 . . . xn) = g(y1 . . . ym) implies n = m and xi = yi ∀i ≤ n,

where xi, yi ∈ Σ, g(x1 . . . xn), g(y1 . . . ym) ∈ ∆+

That is, the mapping g is isomorphic.

2. A finite automaton of code

Our algorithm is based on theory of finite automata. Using automata of

codewords we can construct an automaton for the code C over alphabet ∆. If

the codeword wi ∈ C is x1x2 . . . xn, xj ∈ ∆, then the automaton A({wi}) will be

A({wi}) = (Q(i), qλ, Q
(i)
F , A, δ(i)). The set Q(i) is the set of states where the state

qλ is the initial state of the automaton A({wi}) and the singleton Q
(i)
F is the set

of final state. Q
(i)
F = {i} and |Q(i)| = length(wi) + 1. Since, the transition rules

of automaton A({wi}) are the following:

δ(qλ, x1) = qx1

δ(qx1 , x2) = qx1x2

...
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δ(qx1x2...xn−2 , xn−1) = qx1x2...xn−2xn−1

δ(qx1x2...xn−1 , xn) = i

Thus, the automaton A({wi}) accepts the codeword wi.

Let us consider the nondecipherable sequences of codewords. It is obvious,

that the different factorizations contain at least two codewords where one of

them is prefix part of the other. That is, if u1 . . . un = w1 . . . wm, then there is a

number k such that ui = wi, but uk 6= wk for any i < k, where 1 ≤ k ≤ min{n,m}.

If we join the automata of codewords by the method above, then we will obtain

the automaton A({w1, . . . , wn}) for the code C = {w1, . . . , wn}. We can use a

shorter notation A(C), too. Denote x
(l)
1 the first symbol of the l-th codeword.

Thus,

A(C) = (q,QF = {1, . . . , n}, Q = Q(1) ∪ · · · ∪Q(n), A, δ),

where

δ = δ(1) ∪ · · · ∪ δ(n) ∪ {δ(1, x
(1)
1 ) = q

x
(1)
1
, . . . , δ(1, x

(n)
1 ) = q

x
(n)
1

, . . . ,

δ(n, x
(1)
1 ) = q

x
(1)
1
, . . . , δ(n, x

(n)
1 ) = q

x
(n)
1

}.

Obviously, the automaton A(C) accepts exactly the language C+.

Theorem 2.1. If the automaton A(C) is deterministic, then the code C will

be decipherable.

Proof. Recall that each prefix code is decipherable. Therefore, it is enough

to show, that the code C is prefix whenever A(C) is deterministic.

Suppose that, contrary of our statement, A(C) is deterministic and C is

not prefix. Then there are two codewords wi and wj such that wi = wjα,

where α ∈ ∆+. In more details, there are x1, . . . , x|wj |, . . . , x|wi| ∈ ∆ such that

wj = x1 . . . x|wj | and wi = x1 . . . x|wj | . . . x|wi|. By our constructions, this imp-

lies that δ(qx1...x|wj|−1
, x|wj |) = qx1...x|wj |

6∈ QF and there exists j ∈ QF with

δ(qx1...x|wj|−1
, x|wj |) = j for which j 6= qx1...x|wj |

. But then A(C) is nondetermi-

nistic. Therefore, if A(C) is deterministic then C is prefix as we stated. �

There are codes which are nonprefix, but decipherable. For example the

code C = {01, 0100}. That is, the automaton of decipherable codes can be

nondeterministic one. Thus, the Theorem 2.1 is not reversible. We demonstrate

the graphical presentation of the automaton A({01, 0100}) in Figure 1.

The automaton A({01, 0100}) is nondeterministic because of the rule

δ(q0, 1) = {1, q01}
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qλ q0 q01 q010 2

1

0 1 0 0

1

0

0

Figure 1. The automaton A({01, 0100})

But, the code {01, 0100} is decipherable. If we use our construction, then the

automata of the nondecipherable codes will be nondeterministic.

The condition of the Theorem 2.1 is sufficient. Next, we give a necessary

and sufficient condition of the decipherability using a well-known algorithm for

constructing an appropriate deterministic finite automaton of a nondeterministic

finite automaton. (See, for example, [21]).

Let A = (Q, qλ, QF , A, δ) be a nondeterministic finite automaton with set

of states Q, initial state qλ, set of final states QF , input alphabet A, transition

function δ : Q × A → 2Q.1 It is said that A accepts the word x1x2 . . . xn ∈

Σ∗, x1, . . . , xn ∈ Σ if there are q1, . . . , qn−1 ∈ Q, qn ∈ QF with q1 ∈ δ(qλ, x1), q2 ∈

δ(q1, x2), . . . , qn−1 ∈ δ(qn−2, xn−1), qn ∈ δ(qn−1, xn). In particular, we say that A

accepts the empty word if qλ ∈ QF . The set of all words accepted by A is called

the language accepted by A. Two nondeterministic automata is called equivalent

if they accept the same language.2

Theorem 2.2. [21] Let L be a set accepted by a nondeterministic finite au-

tomaton A. Then there exists a deterministic finite automaton A′ that accepts L.

Consider the automaton A and define a deterministic finite automaton, A′ =

(Q′, q′λ, Q
′
F , A, δ

′) as follows. The states ofA′ are all the subsets of the set of states

of A. That is, Q′ = 2Q. Q′
F is the set of all states in Q′ containing a state of QF .

An element of Q′ will be denoted by [q1, q2, . . . , qi] where q1, q2, . . . , qi are in Q.

1If for every pair q ∈ Q,x ∈ A, δ(q, x) has at most one element then A can be considered as a

deterministic finite automaton.
2We can also consider a deterministic finite automaton as a special nondeterministic one. Thus

the concept of equivalence can be extended for deterministic finite automata in natural way.
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Note that q′λ = [qλ]. We define

δ′([q1, q2, . . . , qi], a) = [p1, p2, . . . , pj ]

if and only if

δ({q1, q2, . . . , qi}, a) = {p1, p2, . . . , pj}.

That is, δ′ applied to an element R of Q′ is computed by applying δ to each state

of Q represented by R = [q1, q2, . . . , qi]. On applying δ to each of q1, q2, . . . , qi
and taking the union, we get some new set of states, p1, p2, . . . , pj. This new set

of states has a representative, [p1, p2, . . . , pj ] in Q′, and that element is the value

of δ′([q1, q2, . . . , qi], a). We say that the A’ is the deterministic finite automaton

of the nondeterministic finite automaton A. By this concept, we can derive the

following result from Theorem 2.2.

Theorem 2.3. [22] Every finite automaton equivalent to its deterministic

finite automaton.

If we have the string v ∈ C+, then the automaton A(C) will accept v. That

is, the automaton A(C) will read v and get to a final state. If the code C is not

uniquely decipherable, then we can follow different paths during reading v. We

join these different paths by the equivalent deterministic automaton.

Let us fix an arrangement w1, . . . , wn of the elements of C and for every

w ∈ C, put N (w) = k if and only if w = wk (k ∈ {1, . . . , n}).

N (w) is a final state of the automaton A(C) by our construction. Let

u1 . . . un = v1 . . . vm, where ui, vj ∈ C. Assume that the index k is the smal-

lest number for which uk 6= vk. Then uk+1 . . . un 6= vk+1 . . . vm holds. Let d1 and

d2 be such that if ∀ 1 ≤ i < d1 and ∀ 1 ≤ j < d2, then uk . . . uk+i 6= vk . . . vk+j

holds, but uk . . . uk+d1 = vk . . . vk+d2 . Thus, uk+d1 6= vk+d2 because of the de-

finitions of d1 and d2. Since, if uk+d1 = vk+d2 holds, then uk . . . uk+d1−1 =

vk . . . vk+d2−1. But, this is a contradiction. Denote qλ the initial state. Thus,

the path qλ
u1...uk+d1−−−−−−−→ N (uk+d1) and the path qλ

v1...vk+d2−−−−−−→ N (vk+d2) are diffe-

rent paths of the automaton A(C). Let us construct the deterministic automaton

AD(C) for the automaton A(C). The two paths are joined in the automaton

AD(C). They lead to a state which contains the state N (uk+d1) and the state

N (vk+d2 ).

Therefore, if we have two (or more) factorization of a string, then there is a

state of deterministic automaton which contains at least two final states of non-

deterministic automaton. Denote Q
A(C)
F the set of final states of the automaton

A(C).
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Theorem 2.4. A code is decipherable if, and only if in the automaton

AD(C) at most one element of Q
A(C)
F appears on the right side of any transaction

rule. That is, for any transaction rule the following holds: if the transaction rule

δ({qi1 , . . . , qin}, x) = {qj1 , . . . , qjm} is in the automaton AD(C), then there is no

l 6= k such that, qjl ∈ Q
A(C)
F and qjk ∈ Q

A(C)
F hold.

Proof. The proof is carried out indirectly. Assume that a code is decip-

herable and there is a state of deterministic automaton that contains at least two

final states of nondeterministic automaton. That is, there is a rule

δ({qi1 , . . . , qin}, x) = {qj1 , . . . , qjm} in the automaton AD(C) and l 6= k exists

such that, qjl ∈ Q
A(C)
F and qjk ∈ Q

A(C)
F hold. Denote v the sequence of symbols

which is touched along the path from the initial state qλ to the state {qj1 , . . . , qjm}.

That is, qλ
v
−→ {qj1 , . . . , qjm}. Thus, the paths qλ

v
−→ qjl and qλ

v
−→ qjk are different

successful paths in the nondeterministic automaton. That is, the sequence v has

two different factorization. Therefore, the code is nondecipherable. We have a

contradiction and the ‘if’ part is proved.

To prove the ‘only if’ part we assume the following: There is no state of

the deterministic automaton which contains at least two final states of nonde-

terministic automaton and the code is nondecipherable. Thus, if the code is

nondecipherable, then there is at least two sequences of the codewords such that

wi1 . . . win = wj1 . . . wjm and win 6= wjm . If we read the sequences, then we get to

the same state because of the automaton is deterministic. Therefore, this state

contains the final states in and jm of the nondeterministic automaton because

of the codewords win and wjm . We have a contradiction and the theorem is

proved. �
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