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of double sequences of numbers and functions in two variables
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Abstract. Let (pj ≥ 0) and (qj ≥ 0) be two sequences of weights such that

Pm :=

m∑

k=1

pk → ∞ as m → ∞ and Qn :=

n∑

k=1

qk → ∞ as n → ∞.

Weighted averages of a complex-valued double sequence (cj,k : (j, k) ∈ N2) are defined by

σm,n :=
1

PmQn

m∑
j=1

n∑

k=1

pj qk cj,k

for large enough m,n where Pm ·Qn > 0.

Furthermore, let p, q : R̄+ → R̄+ be two weight functions such that

P (s) :=

∫ s

0

p(u) du → ∞ as s → ∞ and Q(t) :=

∫ t

0

q(u) du → ∞ as t → ∞.

The weighted averages of a measurable function f : R̄2
+ → C are defined when the

product f p q is locally integrable on R̄2
+ as follows

σ(s, t) :=
1

P (s)Q(t)

∫ s

0

∫ t

0

f(u, v)p(u)q(v) dudv

for large enough s, t where P (s)Q(t) > 0.

Under fairly general conditions imposed on the weights, we give necessary and sufficient

conditions in order that the finite limits σmn → L as m,n → ∞ and σ(s, t) → L as s, t →
∞ exist, respectively. These characterizations may find applications in Probability.
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1. Weighted averages of double sequences of complex numbers

Let c = (cj,k : (j, k) ∈ N2) be a double sequence of complex numbers, in

symbols (cj,k) ⊂ C; and let p = (pj,k ≥ 0 : (j, k) ∈ N2) be a double sequence of

weights, that is, a sequence of nonnegative numbers for which

Pm,n :=

m∑

j=1

n∑

k=1

pj,k → ∞ as max{m,n} → ∞. (1.1)

We recall that the weighted averages σm,n = σm,n(c,p) of the double sequence

(cj,k) with respect to the weights (pj,k) are defined by

σm,n :=
1

Pm,n

m∑

j=1

n∑

k=1

pj,k cj,k (1.2)

for such (m,n) ∈ N2, where Pm,n > 0 (cf. (1.1)).

The following examples frequently occur in the literature (see, e.g., [1], [2,

p. 57–59], [4], [5] and [7, p. 74–80]).

(i) pj,k ≡ 1 leads to the arithmetic averages (also called the Cesàro means of

order (1, 1)), where Pm,n = mn;

(ii) pj,k = 1/(j k) leads to the harmonic averages (also called the logarithmic

means) of the sequence (cj,k), where Pm,n ∼ logm log n, by which we mean

that

Pm,n/(logm logn) → 1 as m,n → ∞,

and the logarithm is to the base e;

(iii) pj,k = 1/((j log(j+1))(k log(k+1)) leads to the harmonic averages of second

order (it may be called the iterated logarithmic means) of the sequence (cj,k),

where Pm,n ∼ log logm log log n;

(iv) pj,k = 1/(j + k + 1), this leads to an uncommon average with

Pm,n ∼ (m+ n) log(m+ n) as m,n → ∞.

We recall that the double sequence (cj,k) is convergent (in the Pringsheim’s

sense) to the finite limit L ∈ C, in symbols:

cj,k → L as j, k → ∞, (1.3)

if for every ε > 0 there exists some µ0 = µ0(ε) ∈ N such that

|cj,k − L| < ε if min{j, k} > µ0.
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This definition is attributed to Pringsheim [6]. We note that Zygmund [10,

Vol. II on p. 303, just below formula (1.18)] uses this convergence without the

term “in Pringsheim’s sense”.

We also note that in contrast to the convergence of single sequences, the

convergence of a double sequence in Pringsheim’s sense does not imply bounded-

ness of its terms. This is why we consider only bounded double sequences in the

sequel.

The following theorem can be easily proved. It is actually an immediate

corollary of a theorem of Robison [8] (see also in [3]).

Theorem 1.1. The necessary and sufficient condition that we have

σm,n → L as m,n → ∞ (1.4)

for every bounded double sequence (cj,k) with (1.3) are the following ones: for

any fixed j, k ∈ N, respectively, we have

Pm,k

Pm,n
→ 0 and

Pj,n

Pm,n
→ 0 as m,n → ∞. (1.5)

We note that in the case when condition (1.1) and (1.5) are satisfied, the

method of weighted averages is called regular. Since the finite limit in (1.4) may

exist in cases where the limit in (1.3) fails this fact shows the significance of

weighted averages, e.g., in Probability Theory.

One of our goals in this paper is to extend the recent results in [5, The-

orems 1.1 and 1.2] from single to bounded double sequences. For notational

simplicity we restrict ourselves to double sequences, the generalization to sequen-

ces with d-dimensional indices is possible and straight forward. We consider the

class of weighted means with multiplicative weights pjk = pj qk only, the general

case is technically more involved, see e.g. [9] for an impression.

2. New results for double sequences of numbers

In the sequel, we assume that the double sequence (cj,k) ⊂ C is bounded:

sup{|cj,k| : (j, k) ∈ N2} =: C < ∞; (2.1)

and the double sequence (pj,k) ≥ 0 of weights is of the form (cf. examples (i)–(iii))

pj,k = pj qk, (j, k) ∈ N2,
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where the single sequences (pj) ≥ 0 and (qk) > 0 are such that

Pm :=

m∑

j=1

pj → ∞ as m → ∞ and Qn :=

n∑

k=1

qk → ∞ as n → ∞. (2.2)

In this case the conditions in (1.5) are clearly satisfied, and the weighted averages

(σm,n) defined in (1.2) are of the form

σm,n :=
1

Pm Qn

m∑

j=1

n∑

k=1

pjqk cj,k (2.3)

for all m, n such that Pm Qn > 0.

In this Section we will characterize the existence of the finite limit in (1.4).

In order to avoid technicalities we assume from now on that pj and qk are positive

for all j, k ∈ N. Then there exist two sequences

1 = m1 < m2 < m3 < . . . and 1 = n1 < n2 < n3 < . . .

of integers such that

Pms+1−1 < 2Pms ≤ Pms+1 and Qnt+1−1 < 2Qnt ≤ Qnt+1 s, t = 1, 2, . . . . (2.4)

Hence it follows immediately that

Pms+1

Pms+1 − Pms

≤ 2 and
Qnt+1

Qnt+1 −Qnt

≤ 2, (s, t) ∈ N2. (2.5)

First, we characterize the existence of the finite limit of the double subsequence

(σms,nt : (s, t) ∈ N2).

Theorem 2.1. Let (cj,k) ⊂ C be a bounded double sequence and let (pj) > 0

and (qk) > 0 be sequences of weights satisfying the conditions in (2.2). Then for

some L ∈ C, we have

σms,nt → L as s, t → ∞ (2.6)

if and only if

1

(Pms+1− Pms)(Qnt+1−Qnt)

ms+1∑

j=ms+1

nt+1∑

k=nt+1

pj qk cj,k → L as s, t → ∞, (2.7)

where the sequences (ms) and (nt) are defined in (2.4).

We may call the ratio in (2.7) the moving rectangular average of (cj,k) with

respect to the weights (pj qk). Moving averages along subsequences are helpful in

Probability Theory to prove strong laws (see, e.g., [4] and [7, p. 57–59]).

Second, we characterize the existence of the finite limit of the full double

sequence (σm,n : (m,n) ∈ N2).
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Theorem 2.2. Let (cj,k) ⊂ C be a bounded double sequence and let (pj) > 0

and (qk) > 0 be sequences of weights satisfying the conditions in (2.2) and (2.8),

where
pm
Pm

→ 0 as m → ∞ and
qn
Qn

→ 0 as n → ∞. (2.8)

Then the finite limit in (1.4) exists if and only if

1

(Pms+1
− Pms

)(Qnt+1
−Qnt

)

× max
ms<m≤ms+1

nt<n≤nt+1

∣∣∣∣∣∣

m∑

j=ms+1

n∑

k=nt+1

pj qk(cj,k − L)

∣∣∣∣∣∣
→ 0 (2.9)

as s, t → ∞, where the sequences (ms) and (nt) are defined in (2.4).

We may call the ratio in (2.9) the moving maximal rectangular average of

the difference sequence (cj,k − L) with respect to the weights (pj qk).

The following example shows that the use of the moving maximal rectangular

average in (2.9) is indispensable to ensure the existence of the finite limit in (1.4).

In the simplest case of the arithmetic averages when pj , qj ≡ 1, the inequalities

in (2.4) are satisfied if

ms = 2s−1 and nt = 2t−1, (s, t) ∈ N2.

Now, consider the double sequence (cj,k) defined by

cj,k :=





0 if min{j, k} ≤ 2,

1 if (j, k) ∈ (2s, 2s+1]× (2t, 2t+1]

−{(j, k) : j = 2s+1 and k = 2t+1},
1− 2s+t if j = 2s+1 and k = 2t+1,

for (s, t) ∈ N2. It is easy to check that σ2s+1,2t+1 ≡ 0, while

σ2s+1−1,2t+1 → 1

4
and σ2s+1,2t+1−1 → 1

4
as s, t → ∞.

Hence, the full sequence (σm,n) cannot converge to any finite limit L, though

condition (2.7) is satisfied with L = 0.

The next two corollaries of the preceding Theorems 2.1. and 2.2. characterize

the validity of the Strong Law of Large Numbers for weighted averages over a

random field.
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Corollary 2.1. Let (Xj,k, : (j, k) ∈ N2) be a random field such that for some

constant B,

P(|Xj,k| ≤ B) = 1 for all (j, k) ∈ N2, (2.10)

and let (pj) > 0 and (qk) > 0 be sequences of weights satisfying the conditions in

(2.2). Then for some random variable L we have

P

(
1

Pms Qnt

ms∑

j=1

nt∑

k=1

pj qk Xj,k → L as s, t → ∞
)

= 1

if and only if

P

(
1

(Pms+1 − Pms)(Qnt+1 −Qnt)

ms+1∑

j=ms+1

nt+1∑

k=nt+1

pj qk Xj,k → L as s, t → ∞
)

= 1,

where the sequences (ms) and (nt) are defined in (2.4).

Corollary 2.2. Let (Xj,k : (j, k) ∈ N2) be a random field such that condition

(2.10) is satisfied for some constant B, and let (pj) > 0 and (qk) > 0 be sequences

of weights satisfying the conditions in (2.2) and (2.8). Then for some random

variable L we have

P

(
1

Pm,n

m∑

j=1

n∑

k=1

pjqkXj,k → L as m,n → ∞
)

= 1

if and only if

P

(
1

(Pms+1 − Pms)(Qnt+1 −Qnt)

× max
ms<m≤ms+1

nt<n≤nt+1

∣∣∣∣∣
m∑

j=ms+1

n∑

k=nt+1

pj qk
(
Xj,k − L

)
∣∣∣∣∣ → 0 as s, t → ∞

)
= 1,

where the sequences (ms) and (nt) are defined in (2.4).

We note that in Probability Theory, Corollary 2.2 is usually applied by means

of suitable maximal inequalities combined with moment assumptions, and using

the Borel–Cantelli lemma.
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3. Proofs of Theorems 2.1 and 2.2

In the proof of the Sufficiency part of Theorem 2.1, we will need the following

Lemma 3.1. If the sequences (pj) > 0 and (qk) > 0, as well as the sequences

(ms) and (nt) are such that the conditions in (2.4) are satisfied, then we have for

1 ≤ ` ≤ s and 1 ≤ ` ≤ t respectively that

Pm`+1
− Pm`

Pms+1

≤
(
1

2

)s−`

and
Qn`+1

−Qn`

Qnt+1

≤
(
1

2

)t−`

. (3.1)

Proof. For example, by the first inequality in (2.4), we get for 1 ≤ ` ≤ s

that

Pm`+1
− Pm`

Pms+1

=
Pms

Pms+1

Pms−1

Pms

. . .
Pm`+1

Pm`+2

Pm`+1
− Pm`

Pm`+1

≤
(
1

2

)s−`

.

This proves the first inequality in (3.1), the second follows analogously. ¤

Proof of Theorem 2.1. Necessity : Assume the finite limit in (2.6). Then

for any ε > 0 there exists µ0 = µ0(ε) ∈ N such that

|σms,nt − L| < ε if s, t > µ0. (3.2)

Using notations (2.2)–(2.4), the ratio in (2.7) can be written in the following form:

1

(Pms+1 − Pms)(Qnt+1 −Qnt)

{
Pms+1 Qnt+1(σms+1,nt+1 − L)

−PmsQnt+1(σms,nt+1 − L)− Pms+1Qnt(σms+1,nt − L) + PmsQnt(σms,nt − L)
}
.

Taking into account (2.4), (2.5) and (3.2) we obtain

∣∣∣∣∣
1

(Pms+1 − Pms)(Qnt+1 −Qnt)

ms+1∑

j=ms+1

nt+1∑

k=nt+1

pj qk (cj,k − L)

∣∣∣∣∣

≤ (Pms+1 + Pms)(Qnt+1 +Qnt)

(Pms+1 − Pms)(Qnt+1 −Qnt)
ε ≤ 9 ε if s, t > µ0(ε).

Since ε > 0 is arbitrary, this proves (2.7). Observe that in this part we did not

use condition (2.1).

Sufficiency : If condition (2.7) is satisfied, then for any ε > 0 there exists some

µ0 = µ0(ε) such that

ds,t :=

∣∣∣∣∣
1

(Pms+1 − Pms)(Qnt+1 −Qnt)

ms+1∑

j=ms+1

nt+1∑

k=nt+1

pj qk (cj,k − L)

∣∣∣∣∣ < ε (3.3)
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if s, t > µ0. We start with the following decomposition of the double sum in the

definition of σms+1,nt+1 (cf. (2.3)):

σms+1,nt+1 − L =
1

Pms+1Qnt+1

ms+1∑

j=1

nt+1∑

k=1

pj qk(cj,k − L)

=
1

Pms+1
Qnt+1

{
ms+1∑

j=ms+1

+

ms∑

j=ms−1+1

+ · · ·+
mµ+1∑

j=mµ+1

+

mµ∑

j=1

}

×
{

nt+1∑

k=nt+1

+

nt∑

k=nt−1+1

+ · · ·+
nµ+1∑

k=nµ+1

+

nµ∑

k=1

}
pj qk(cj,k − L).

Using (2.1), (2.3), (3.1) and (3.3), we proceed as follows

∣∣σms+1,nt+1 − L
∣∣ ≤ 1

Pms+1Qnt+1

{
(
Pms+1 − Pms

) (
Qnt+1 −Qnt

)
ds,t + . . .

+
(
Pmµ+1 − Pmµ

) (
Qnµ+1 −Qnµ

)
dµ,µ +

{
ms+1∑

j=1

nµ∑

k=1

+

mµ∑

j=1

nt+1∑

k=1

}
pj qk|cj,k − L|

}

≤ ε

(
1 +

1

2
+

1

22
+ · · ·+ 1

2s−µ

)(
1 +

1

2
+

1

22
+ · · ·+ 1

2t−µ

)

+
C + |L|

Pms+1 Qnt+1

(
Pms+1Qnµ + PmµQnt+1

)
< 4ε+ ε = 5ε,

provided that min{s, t} is large enough. Sine ε > 0 is arbitrary this proves (2.6).

The proof of Theorem 2.1 is complete. ¤

In the proof of the sufficiency part of Theorem 2.2 we will need the follow

Lemma 3.2. If the sequences (pj) > 0 and (qk) > 0, as well as the sequences

(ms) and (nt) are such that the conditions in (2.4) and (2.8) are satisfied, then

we have for s ≥ 1 and t ≥ 1 respectively that

Pms+1 − Pms

Pms+1
< 2(1 + os(1)) and

Qnt+1 −Qnt

Qnt+1
< 2(1 + ot(1)). (3.4)

where the terms os(1) and ot(1) denote sequences of positive numbers that con-

verge to zero as s → ∞ or t → ∞, respectively.
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Proof. By (2.4), we have

Pms+1 − Pms

Pms+1
<

Pms+1−1

(
1 + pms+1

/Pms+1−1

)

Pms+1

< 2

(
1 +

pms+1

Pms+1−1

)
= 2(1 + os(1)),

due to the fact that by (2.8) we have

pm
Pm−1

=
pm

(Pm − pm)
=

1

(Pm/pm − 1)
→ 0 as m → ∞.

This proves the first inequality in (3.4) and an analogous argument yields the

second. ¤

Proof of Theorem 2.2. Necessity : Assume the existence of the finite li-

mit in (1.4). Then for every ε > 0 there exists some µ0 = µ0(ε) ∈ N such that

|σm,n − L| < ε if m,n ≥ µ0. (3.5)

Now, let (m,n) ∈ N2 be such that ms < m ≤ ms+1 and nt < n ≤ nt+1, where

ms, nt ≥ µ0. Keeping notation (2.4) in mind, by (3.5) we proceed as follows

∣∣∣∣∣
m∑

j=ms+1

n∑

k=nt+1

pjqk(cj,k − L)

∣∣∣∣∣

=

∣∣∣∣∣

{
m∑

j=1

n∑

k=1

−
ms∑

j=1

n∑

k=1

−
m∑

j=1

nt∑

k=1

+

ms∑

j=1

nt∑

k=1

}
pjqk(cj,k − L)

∣∣∣∣∣
= |PmQn(σm,n − L)− PmsQn(σms,n − L)− PmQnt(σm,nt − L)

+PmsQnt(σms,nt − L)| < (Pm + Pms)(Qn +Qnt)ε.

Using the inequalities in (2.5) we hence get

1

(Pms+1 − Pms)(Qnt+1 −Qnt)
max

ms<m≤ms+1

nt<n≤nt+1

∣∣∣∣∣
m∑

j=ms+1

n∑

k=nt+1

pj qk(cj,k − L)

∣∣∣∣∣

<
(Pms+1 + Pms)(Qnt+1 +Qnt)

(Pms+1 − Pms)(Qnt+1 −Qnt)
ε < 9 ε if ms, nt ≥ µ0.

Since ε > 0 is arbitrary, this proves (2.9). Observe that in this part we did not

use condition (2.1).



474 Ferenc Móricz and Ulrich Stadtmüller

Sufficiency : Assume that condition (2.9) is satisfied. Clearly, it follows from (2.9)

that the limit in (2.7) also exists with the same L. By virtue of Theorem 2.1 just

proved, we conclude the existence of the finite limit in (2.6).

By (2.6) and (2.9), for every ε > 0 there exists another µ0 = µ0(ε) ∈ N such

that

|σms,nt
− L| if s, t > µ0 (3.6)

and with ∆s,t =
1

(Pms+1
−Pms )(Qnt+1

−Qnt )

Ds,t := ∆s,t max
ms<m≤ms+1

nt<n≤nt+1

∣∣∣∣∣
m∑

j=ms+1

n∑

k=nt+1

pj qk(cj,k − L)

∣∣∣∣∣ < ε if s, t > µ0. (3.7)

Now, let (m,n) ∈ N2 be such that ms < m ≤ ms+1 and nt < n ≤ nt+1. Keeping

(2.3) in mind, we start with the decomposition

σm,n − L =
1

Pm Qn

{
ms∑

j=1

nt∑

k=1

+

m∑

j=ms+1

n∑

k=nt+1

+

ms∑

j=1

n∑

k=nt+1

+

m∑

j=ms+1

nt∑

k=1

}
pj qk(cj,k − L).

Accordingly, we proceed as follows

max
ms<m≤ms+1

nt<n≤mt+1

|σm,n − L| ≤ |σms,nt − L|+ (Pms+1 − Pms)(Qnt+1 −Qnt)

Pms+1 Qnt+1
Ds,t

+
1

Pms+1 Qnt+1
max

nt<n<nt+1

∣∣∣∣∣
ms∑

j=1

n∑

k=nt+1

pj qk (cj,k − L)

∣∣∣∣∣

+
1

Pms+1 Qnt+1
max

ms<m<ms+1

∣∣∣∣∣
m∑

j=ms+1

nt∑

k=1

pj qk(cj,k − L)

∣∣∣∣∣

=: |σms,nt − L|+ σ
(1)
s,t + σ

(2)
s,t + σ

(3)
s,t , (3.8)

say, where Ds,t is defined in (3.7).

By (3.4) and (3.7), we clearly have that

σ
(1)
s,t < 4ε(1 + os(1))(1 + ot(1)) < 5 ε (3.9)

provided that min{s, t} is large enough.
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In order to estimate σ
(2)
s,t , we decompose the double sum with respect to the

first one as follows

ms∑

j=1

n∑

k=nt+1

pj qk(cj,k − L)

=

{
ms∑

j=ms−1+1

+

ms−1∑

j=ms−2+1

+ · · ·+
mµ+1∑

j=mµ+1

+

mµ∑

j=1

}
n∑

k=nt+1

pj qk(cj,k − L).

Hence, keeping notation (3.7) in mind we obtain

σ
(2)
s,t ≤ (Qnt+1

−Qnt
)

Qnt+1

{
(Pms − Pms−1)

Pms+1
Ds−1,t +

(Pms−1
− Pms−2

)

Pms+1
Ds−2,t + . . .

+
(Pmµ+1 − Pmµ)

Pms+1
Dµ,t

}
+

1

Pms+1Qnt+1

mµ∑

j=1

nt+1∑

k=nt+1

pj qk|cj,k − L|,

and taking into account the first inequalities in (2.4) and (3.4) as well as (3.7)

gives

σ
(2)
s,t ≤ 2(1 + ot(1))

(
ε

1
+

ε

2
+ · · ·+ ε

2s−µ−1
+

Pmµ(C + |L|)
Pms+1

)

< 2(1 + ot(1))

(
2ε+

Pmµ(C + |L|)
Pms+1

)
< 6ε, (3.10)

provided that s, t are large enough and the constant C is from (2.1) and we

exploited the first condition in (2.2). An analogous argument gives

σ
(3)
s,t ≤ 2(1 + os(1))

(
ε

1
+

ε

2
+ · · ·+ ε

2t−µ−1
+

Qnµ(C + |L|)
Qnt+1

)
< 6 ε, (3.11)

provided that s, t are large enough, where this time we exploited the second

condition in (2.2). Combining (3.6) and (3.8)–(3.11) yields

max
ms<m≤ms+1

nt<n≤nt+1

|σm,n − L| < ε+ 5ε+ 6ε+ 6ε = 18 ε, (3.12)

provided that min{s, t} is large enough. Since ε > 0 is arbitrary we have proved

that

max
ms<m≤ms+1

nt<n≤nt+1

|σm,n − L| → 0, as s, t → ∞

which is equivalent to (1.4). The proof of Theorem 2.2 is thus complete. ¤
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4. Double weighted averages of measurable functions in R2
+

Let f : R̄2
+ → C be a measurable function in Lebesgue’s sense and let p :

R̄2
+ → R̄+ be a weight function such that for every bounded rectangle

R := [a1, b1]× [a2, b2], 0 ≤ aν < bν < ∞, ν = 1, 2,

p ∈ L1(R), in symbols p ∈ L1
loc(R̄2

+) and possessing the property that

P (s, t) :=

∫ s

0

∫ t

0

p(u, v) dudv → ∞ as s, t → ∞. (4.1)

We recall that the weighted averages of the function f with respect to the

weight function p are defined in case f p ∈ L1
loc(R̄2

+) as

σs,t(f, p) :=
1

P (s, t)

∫ s

0

∫ t

0

f(u, v) p(u, v) dudv (4.2)

for such (s, t) ∈ R2
+ where P (s, t) > 0 (cf. (4.1)).

The following examples occur frequently in the literature (see, e.g.,

[2, p. 110–112]).

(i) p(u, v) ≡ 1 leads to the arithmetic average (also called the Cesàro mean of

order (1,1)) of the function f , where P (s, t) = st;

(ii) p(u, v) = 1/(u + 1)(v + 1) leads to the harmonic average (also called loga-

rithmic mean) of the function f , where P (t) = log(s+ 1) log(t+ 1);

(iii) p(u, v) = 1/((u+ 1) log(u+ e)(v + 1) log(v + e)) leads to the iterated harmo-

nic average (also called iterated logarithmic mean) of the function f , where

P (s, t) ∼ (log log s)(log log t).

The following theorem which is the continuous version of Theorem 1.1 can

easily be proved.

Theorem 4.1. The necessary and sufficient conditions that we have

σs,t(f, p) → L, as s, t → ∞ (4.3)

for every function f ∈ L∞(R̄2
+) such that

f(u, v) → L, as u, v → ∞,

are the following ones: for any fixed s0, t0 ∈ R+,

P (s, t0)

P (s, t)
→ 0 and

P (s0, t)

P (s, t)
→ 0 as s, t → ∞. (4.4)

Analogously to the discrete case, if conditions (4.1) and (4.4) are satisfied

then the weighted averages are called regular.

Another goal in this paper is to extend the recent result in [5, Theorem 3.1]

from functions in one variable to those in two variables.
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5. New results for functions in L∞(R̄2
+)

From now on, we assume that the weight function p is of form

p(u, v) = p(u) q(v), (u, v) ∈ R̄2
+,

where p(u) > 0 and q(v) > 0 for almost every u ∈ R+ and almost every v ∈ R+

respectively; furthermore p, q ∈ L1
loc(R̄+) and

P (s) :=

∫ s

0

p(u) du → ∞ and Q(s) :=

∫ s

0

q(v) dv → ∞ as s → ∞. (5.1)

In this case, the conditions in (4.4) are clearly satisfied, and the weighted averages

σs,t defined in (4.2) are of the form

σs,t :=
1

P (s)Q(t)

∫ s

0

∫ t

0

f(u, v) p(u) q(v) dudv, s, t > 0. (5.2)

Since p(u) > 0 and q(v) > 0 for almost every u and v ∈ R+ the functions

P (s) and Q(t) are strictly increasing and being integrals they are continuous

on R+. Therefore, their inverse functions denoted by P−1(u) and Q−1(v) exist

and they are continuous and strictly increasing on R+ as well. In the following

Theorem 5.1, we characterize the existence of the finite limit in (4.3).

Theorem 5.1. Let the function f : R̄2
+ → C belong to L∞(R̄2

+), let the

weight functions p(u) > 0 and q(v) > 0 for almost every u, v ∈ R+ respectively,

and let p, q ∈ L1
loc(R̄+) be such that conditions (5.1) are satisfied. Then the finite

limit in (4.3) exists if and only if

1

st

∫ P−1(2s)

P−1(s)

∫ Q−1(2t)

Q−1(t)

f(u, v) p(u)q(v) dudv → L as s, t → ∞. (5.3)

We may call the ratio in (5.3) the moving rectangular average of the function

f(u, v) with respect to the weight function p(u) q(v), due to the fact (cf. (2.7)

and (5.2))

(P−1(2s)− P−1(s))(Q−1(2t)−Q−1(t)) = (2s− s)(2t− t) = st, s, t > 0. (5.4)

It is instructive to compare the conditions in (2.9) and (5.3). For the cha-

racterization in Theorem 2.2, we need the notion of moving maximal rectangular

average. On the other hand, for the characterization in Theorem 5.1, the notion

of the moving rectangular average is enough.
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We note that in Theorem 5.1, the span size from P−1(s) to P−1(2s) and

from Q−1(t) to Q−1(2t) can be replaced by the span size from P−1(s) to P−1(κs)

and from Q−1(t) to Q−1(λt) for any real numbers κ, λ > 1.

In the following corollary, we characterize the validity of the Strong Law of

Large Numbers in terms of the weighted average of a stochastic process. It is an

immediate consequence of Theorem 5.1 .

Corollary 5.1. Let p(u) > 0 and q(v) > 0 be weight functions with proper-

ties as in Theorem 5.1, and let (Xu,v : (u, v) ∈ R̄2
+) be a bounded stochastic

process such that all paths are locally integrable with respect to p(u) q(v). Then

we have for some random variable L,

P
(

1

P (s)Q(t)

∫ s

0

∫ t

0

Xu,v p(u) q(v) dudv → L, as s, t → ∞
)

= 1

if and only if

P

(
1

st

∫ P−1(2s)

P−1(s)

∫ Q−1(2t)

Q−1(t)

Xu,v p(u) q(v) dudv → L, as s, t → ∞
)

= 1,

where P−1 and Q−1 are the inverse functions of P and Q respectively.

6. Proof of Theorem 5.1

Necessity : Assume the existence of the finite limit in (5.1). By (5.2), we may

write that

1

st

∫ P−1(2s)

P−1(s)

∫ Q−1(2t)

Q−1(t)

f(u, v) p(u) q(v) dudv

=
1

st

{∫ P−1(2s)

0

∫ Q−1(2t)

0

−
∫ P−1(s)

0

∫ Q−1(2t)

0

−
∫ P−1(2s)

0

∫ Q−1(t)

0

+

∫ P−1(s)

0

∫ Q−1(t)

0

}
f(u, v) p(u) q(v) dudv

=
P (P−1(2s))Q(Q−1(2t))

st
σP−1(2s),Q−1(2t)−

P (P−1(s))Q(Q−1(2t))

st
σP−1(s),Q−1(2t)

−P (P−1(2s))Q(Q−1(t))

st
σP−1(2s),Q−1(t) +

P (P−1(s))Q(Q−1(t))

st
σP−1(s),Q−1(t)

→ 4L− 2L− 2L+ L = L, as s, t → ∞,



Characterization of the convergence of weighted averages of double. . . 479

where we took into account (5.4). This proves (5.3).

Sufficiency : Assume the existence of the finite limit in (5.3). Then for every

ε > 0, there exists ρ0 = ρ0(ε) ∈ R+ such that

∣∣∣∣∣
1

st

∫ P−1(2s)

P−1(s)

∫ Q−1(2t)

Q−1(t)

(f(u, v)− L) p(u) q(v) dudv

∣∣∣∣∣ < ε if s, t > ρ0, (6.1)

where we took into account (5.4) again. It is obvious that the existence of the

finite limit in (4.3) is equivalent to the existence of the following one:

1

st

∫ P−1(s)

0

∫ Q−1(t)

0

(f(u, v)− L) p(u) q(v) dudv → 0 as s, t → ∞. (6.2)

In the sequel we will prove (6.2). To this effect, let an arbitrary ε > 0 be

given. For any s > ρ0 and t > ρ0, where ρ0 occurred in (6.1), there exist integers

m and n such that

s

2m+1
≤ ρ0 <

s

2m
and

t

2n+1
≤ ρ0 <

t

2n
. (6.3)

Observe that it follows immediately from (6.3) that

s

2m
≤ 2ρ0 and

t

2n
≤ 2ρ0. (6.4)

By (6.1),(6.3) and (6.4), we may proceed as follows

∣∣∣∣∣
1

st

∫ P−1(s)

0

∫ Q−1(t)

0

(f(u, v)− L)p(u)q(v) dudv

∣∣∣∣∣

=
1

st

∣∣∣∣∣

{∫ P−1(s)

P−1(s/2)

+

∫ P−1(s/2)

P−1(s/4)

+ · · ·+
∫ P−1(s/2m−1)

P−1(s/2m)

+

∫ P−1(s/2m)

0

}

×
{∫ Q−1(t)

Q−1(t/2)

+

∫ Q−1(t/2)

Q−1(t/4)

+ · · ·+
∫ Q−1(t/2n−1)

Q−1(t/2n)

+

∫ Q−1(t/2n)

0

}

× (f(u, v)− L) p(u) q(v) dudv

∣∣∣∣∣ ≤ ε

(
1

2
+

1

22
+ · · ·+ 1

2m

)(
1

2
+

1

22
+ · · ·+ 1

2n

)

+
1

st

{∫ P−1(s)

0

∫ Q−1(2ρ0)

0

+

∫ P−1(2ρ0)

0

∫ Q−1(t)

0

}

× |(f(u, v)− L| p(u) q(v) dudv < 2ε, (6.5)
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provided that min{s, t} is so large that

1

st
(‖f‖∞ + |L|){P (P−1(s))Q(Q−1(2ρ0)) + P (P−1(2ρ0))Q(Q−1(t))

}

= (‖f‖∞ + |L|)
{
2ρ0
t

+
2ρ0
s

}
< ε.

Since ε > 0 is arbitrary in (6.5), we have proved the desired limit in (6.2) which is

equivalent to the existence of the limit in (4.3) which makes the proof complete.

¤
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