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Divisiblity of certain standard multinomials by CNS factors
of small degree

By HORST BRUNOTTE (Düsseldorf)

Abstract. In this article we study reducibility questions of integer polynomials

whose constant terms exceed 1 and whose other coefficients are 0 or 1. Specifically, it

is shown that infinitely many CNS polynomials of this type are divisible by linear or

quadratic CNS polynomials.

1. Introduction

Some decades ago the systematic study of canonical number systems (CNS)

as generalizations of our ordinary decimal number system has been initiated by

the Hungarian school (see [24], [22], [23], [26]). Detailed background information

on historical developments and relations to other areas such as shift radix systems,

finite automata or fractal tilings can be found in the works by Kátai [21], Barat

et al. [5], Berthé [6] and by Kirschenhofer and Thuswaldner [25].

The general notion of canonical number systems and the concept of CNS

polynomials1 were introduced by Pethő [31]. Let us briefly recall the definition

and basic properties of CNS polynomials. The monic polynomial f ∈ Z[X] with

non-vanishing constant term is called a CNS polynomial if for every A ∈ Z[X]

there exists a polynomial B ∈ {0, . . . , |f(0)| − 1} [X] such that A ≡ B (mod f).

Among other things, it is known (see [30] and [3, Section 1]) that the roots of CNS

polynomials lie outside the closed unit disk and are non-positive. The structure

of CNS polynomials of degree at most two is well-known: A monic linear integer

Mathematics Subject Classification: 11R09, 12Y05, 11C08, 12E10, 11A63.
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reducibility.
1CNS polynomials are named complete base polynomials in [12].
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polynomial is a CNS polynomial if and only if its constant term is at least 2

([16], [1, Remark 4.5]), and X2 + bX + c ∈ Z[X] is a CNS polynomial if and

only if −1 ≤ b ≤ c and c ≥ 2 ([22], [23], [15], [10], [37], [4]). Furthermore, the

CNS property of a given polynomial can algorithmically be decided [36], [7], [12],

however, the characterization of CNS polynomials of degree larger than 2 has

remained an open problem.

In view of this situation various aspects of product decomposition of CNS

polynomials have found some interest in recent years (e.g., see Akiyama et al. [2],

Pethő [32], Kane [20], Chen [12] and van de Woestijne [39]). Our motivation

here is to treat a class of easily accessible, but interesting polynomials in which we

study multiples of given CNS polynomials and factorizations of CNS polynomials.

Recall that a standard r-nomial is a univariate polynomial of the form

r∑
i=1

aiX
ni (nr > · · · > n2 > n1 = 0 and ar = 1)

where the coefficients belong to a field of characteristic zero; this notion was

coined and discussed by Győry and Schinzel [17]. Reducibility and factoriza-

tion questions of standard multinomials have found a broad interest for a long

time, in particular, r-nomials of the form

pr,n,a :=
r∑

i=2

Xni + a ∈ Z[X] (n ∈ Nr, a ∈ Z),

where we use the set

Nr :=
{
(nr, . . . , n2) ∈ Nr−1 : nr > · · · > n2 > 0

}
and denote by N the set of nonnegative rational integers. Properties of poly-

nomials of this type have extensively been investigated: For instance, the trino-

mials p3,n,±1 by Selmer [33], Ljunggren [27], Tverberg [38] and p3,n,±4 by

Jonassen [19], the quadrinomials p4,n,±1 by Ljunggren [27] and Mills [28]

and p4,n,a by Bremner and Ulas [9], and the Newman polynomials pr,n,1 by

Odlyzko and Poonen [29], Borwein and Mossinghoff [8], Dubickas [13],

Dubickas and Jankauskas [14] and van de Woestijne [40].

In this article we exhibit infinitely many irreducible CNS polynomials in the

set

Pr := {pr,n,a ∈ Z[X] : n ∈ Nr, a ∈ Z}

and study the divisibility of CNS multinomials in Pr by linear or quadratic CNS

polynomials. It turns out that for a given r ≥ 3 every linear CNS polynomial
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divides infinitely many CNS multinomials in Pr, and that irreducible quadratic

CNS polynomials q with non-vanishing linear term divide infinitely many CNS

trinomials in P3 provided that the quotient of the roots of q is a root of unity. Fur-

ther, we characterize irreducible quadratic CNS polynomials with non-vanishing

linear term which divide infinitely many CNS polynomials pr,n,a such that the

exponents nr, . . . , n2 do not have a non-trivial common factor. We comment on

the CNS property of the quotient of these CNS multinomials and their linear

(quadratic, respectively) CNS divisors and include several numerical examples.

Our method is based on ideas of the work of Bremner and Ulas cited above.

2. Linear divisors of CNS polynomials in the set Pr

This section is devoted to the study of linear CNS divisors of CNS polyno-

mials in Pr. For the sake of completeness we explicitly present infinitely many

(irreducible) CNS polynomials among the polynomials of fixed degree in Pr. Then

we construct infinitely many CNS polynomials in Pr which are divisible by a given

linear CNS polynomial. To prepare these results we first recall two fundamental

statements on CNS polynomials which shall frequently be applied in the sequel;

for convenience we denote the set of CNS polynomials by C.

Theorem 2.1. Let p ∈ Z[X] be monic.

(i) If all coefficients of p are nonnegative, p(0) > 1 and p(1) < 2p(0) then p ∈ C.
(ii) If p ∈ C then p(0) ≤ p(1).

Proof. (i) [4, Theorem 3.2] or [20, Theorem 11].

(ii) [3, Lemma 2]. �

An immediate application of the first part of this theorem allows us to present

infinitely many irreducible CNS polynomials in Pr.

Proposition 2.2. Let r ≥ 2, n ∈ Nr and a ∈ Z such that a ≥ r. Then pr,n,a
is a CNS polynomial. Moreover, if a is prime then pr,n,a is irreducible.

Proof. Setting p := pr,n,a and observing

2p(0) = 2a > r − 1 + a = p(1)

our first assertion is a direct consequence of Theorem 2.1 (i).

Now, let us assume that a is prime and that there exist monic polynomials

g, h ∈ Z[X] such that p = gh and deg(g), deg(h) < deg(p). W.l.o.g. we may
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suppose g(0) = ±a, hence h(0) = ±1. Therefore not all roots of h are larger

than 1 in modulus, i.e., there exists a root ζ of h such that |ζ| ≤ 1. But then we

find p(ζ) = 0, i.e., p admits a root inside the closed unit disk which is impossible

(see Section 1). �

From now on we turn our interest to reducible CNS polynomials p ∈ Pr which

admit prescribed linear or quadratic factors g, and we describe some properties

of the quotient p/g. To this end we recall the definition

γ(f) = inf {deg(g) : g ∈ Z[X], gf ∈ C}

for monic polynomials f ∈ Z[X]; obviously, γ(f) = 0 means f ∈ C. This quantity
may be regarded as a measure of the distance of f to C; for more details the

reader is referred to [11, Section 3]. The following simple lower bound for γ(f)

turns out to be useful for our purposes here.

Lemma 2.3. Let k ∈ {1, 2} and f ∈ Z[X] be a monic polynomial such that

f(0) >

(
2− 1

k

)
f(1).

Then we have γ(f) ≥ k.

Proof. If f(1) ≤ 0 then f has a real nonnegative root. Hence, by what we

have seen in Section 1 f cannot be a factor of a CNS polynomial, thus γ(f) = ∞,

and our assertion is trivially true.

Therefore we now assume f(1) > 0 and γ(f) < k. First we observe that

γ(f) > 0: Indeed, suppose γ(f) = 0. Then f is a CNS polynomial, and Theo-

rem 2.1 (ii) and our prerequisites yield

f(1) ≥ f(0) >

(
2− 1

k

)
f(1),

hence 1 > 2− (1/k) which is absurd.

Thus γ(f) ≥ 1 and the case k = 1 is done. Now we assume k=2 and γ(f)< 2,

thus γ(f)= 1. Then there exists an integer c ≥ 2 such that (X + c) · f ∈ C. We

infer

(1 + c)f(1) ≥ cf(0)

from Theorem 2.1 (ii), hence

f(1) ≥ c

c+ 1
· f(0) > 3c

2(c+ 1)
f(1).

But then we have contradiction 2 > c. �
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Remark 2.4. We remark in passing that Lemma 2.3 does not hold for k = 3:

For

f := X13 −X12 + 2X10 − 4X9 + 4X8 − 8X6 + 16X5 − 16X4 + 32X2 − 64X + 64

we have

(X2 + 2X + 2) · f = X15 +X14 + 128 ∈ C

by Theorem 2.1 (i), hence γ(f) ≤ 2, but

f(0) = 26 >
2(26 + 1)

3
=

5

3
· 2 + 27

5
=

(
2− 1

3

)
f(1).

Lemma 2.3 allows the following simple determination of γ-values which will

frequently be applied in the sequel.

Corollary 2.5. Let f ∈ Z[X].

(i) If f(0) > f(1) and (X + c) · f ∈ C for some c ∈ N then we have γ(f) = 1.

(ii) If f(0) > (3/2)f(1) and (X2 + bX + c) · f ∈ C for some b, c ∈ Z then we have

γ(f) = 2.

Proof. (i) The second condition and the definition of γ(f) yield γ(f) ≤ 1,

and by Lemma 2.3 we know γ(f) ≥ 1. Thus we conclude γ(f) = 1.

(ii) Analogously as the proof of (i). �

We reformulate a remark of [9, Introduction] as the first statement of Theo-

rem 2.6 below where we give a criterion for the divisibility of a element in Pr by

a monic linear polynomial. In the second part we present our main statement on

the divisibility of certain CNS multinomials by linear CNS polynomials.

Theorem 2.6. Let r ≥ 2, n ∈ Nr and a, c ∈ Z.
(i) X + c divides pr,n,a if and only if

a =
r∑

i=2

(−1)ni−1cni . (1)

(ii) Let c ≥ 2, nr be odd and a be given by (1). Then pr,n,a is a CNS polynomial

and we have γ(pr,n,a/(X + c)) ≤ 1. Moreover, if a > (r − 1)c then we have

γ(pr,n,a/(X + c)) = 1.

Proof. Set p := pr,n,a.

(i) This is clear by

p(−c) = 0 ⇐⇒ pr,n,a(−c) = 0 ⇐⇒ a = −
r∑

i=2

(−1)nicni =

r∑
i=2

(−1)ni−1cni .
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(ii) The proof is accomplished in three steps. First, we show

a ≥ r. (2)

Indeed, this is trivial for r = 2, and for r > 2 we set nr = 2m+ 1 and show

r−1∑
i=2

(−1)ni−1cni ≥ −
m∑
i=1

c2i

by induction on r. Then we deduce

a = c2m+1 +
r−1∑
i=2

(−1)ni−1cni ≥ c2m+1 −
m∑
i=1

c2i ≥ c2m+1 − (c2m + c2m−1 − 2)

= c2m−1(c2 − c− 1) + 2 ≥ c2m−1 + 2 ≥ 2m+ 2 ≥ r.

Second, we infer from Proposition 2.2 and (2) that p is indeed a CNS poly-

nomial. For the quotient g := p/(X + c) we thus have γ(g) ≤ 1 since

(X + c) · g = p ∈ C.

Third, in view of what we have just seen the assumption a > (r − 1)c and

Lemma 2.3 imply γ(g) = 1 since we have

g(0) =
a

c
>

r − 1 + a

1 + c
= g(1) �.

The following examples illustrate the situation described in Theorem 2.6 (ii).

We tacitly use the characterization of linear and quadratic CNS polynomials cited

in Section 1.

Example 2.7. (i) Let m ≥ 3 be odd, c ≥ 2 and g be the quotient of the

two CNS polynomials Xm + cm and X + c (for the CNS property of the first

polynomial see [10, Theorem 1]). Since cm > c we have γ(g) = 1.

(ii) For

g :=
p3,(3,2),4

X + 2
=

X3 +X2 + 4

X + 2
= X2 −X + 2

we have γ(g) = 0.

Remark 2.8. If c ̸= 0 then (1) is equivalent to

a

cn2
=

r∑
i=2

(−1)ni−1cni−n2 ,

and this equation can be regarded as the representation of the positive integer

a/(cn2) in base c with digit set {−1, 0, 1}.
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According to Jankauskas [18] we say that a polynomial f is primitive if it is

not of the form g(Xk) for some k > 1. Note that the primitivity of a polynomial

is equivalent to the fact that the greatest common divisor of the exponents of X

whose coefficients do not vanish equals 1.

Theorem 2.9. If r ≥ 3 then every linear CNS polynomial ℓ divides infinitely

many primitive CNS polynomials p ∈ Pr such that γ(p/ℓ) = 1.

Proof. Let ℓ := X + c be a CNS polynomial, hence c ≥ 2 (see Section 1).

Pick k ≥ max {2, r − 2}, let nr be the odd element of the set {k + r − 1, k + r},
and define ni := k + i− 1 (1 < i < r) and a by (1). Then we observe

a ≥ ck+r−1 −
r−1∑
i=2

ck+i−1 = ck+1

(
cr−2 −

r−3∑
j=0

cj
)

≥ cr−1

(
cr−2 − cr−2 − 1

c− 1

)
≥ cr−1. (3)

We convince ourselves that a > (r−1)c: By our choice of k this is clear for r = 3,

and then we proceed by induction exploiting (3).

In particular, we have shown a ≥ c, hence p := pr,n,a is a CNS polynomial by

Proposition 2.2. We infer from Theorem 2.6 that ℓ divides p and γ(p/ℓ) = 1. �

Remark 2.10. Note that we must have r > 2 in Theorem 2.9 since a binomial

in P2 which is divisible by the linear polynomial ℓ is either not primitive or

equals ℓ.

3. Quadratic divisors of CNS polynomials in the set Pr

In this section we study CNS polynomials p ∈ Pr with given quadratic fac-

tor q, and analogously as in Section 2 we treat the quotient p/q. We start with

an elementary criterion for the divisibility of a polynomial in Pr by q (Theo-

rem 3.1) and we consider the case r = 3 in more detail (Proposition 3.7). Then

we concentrate on CNS divisors q. Again trinomials deserve special attention

(Proposition 3.9), and we conclude by our main results on non-primitive or re-

ducible q (Theorem 3.13) and primitive irreducible q (Theorem 3.13).

A straightforward extension of [9, Corollary 3.2] yields a criterion for the

divisibility of an element of Pr by a monic quadratic polynomial.

Theorem 3.1. Let r ≥ 3, n ∈ Nr, a, b, c ∈ Z and q = X2 + bX + c. Define
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a sequence of integers (ak)k∈N by

a0 = 0, a1 = 1, ak = −bak−1 − cak−2 (k ≥ 2).

Then q divides pr,n,a if and only if

r∑
k=2

ank
= 0 and a = c

r∑
k=2

ank−1. (4)

In this case, we have

pr,n,a
q

=

r∑
k=2

gnk

where the sequence of integer polynomials (gk)k∈N is defined by

g0 = g1 = 0, Xk = qgk + akX − cak−1 (k ≥ 2). (5)

Proof. Set

b0 = 1, bk = −cak−1 (k ≥ 1)

and let us first assume that q divides pr,n,a. In view of

r∑
k=2

Xnk + a ≡ 0 (mod q)

we infer ( r∑
k=2

ank

)
X +

( r∑
k=2

bnk

)
+ a ≡ 0 (mod q)

from Lemma 3.3. Therefore, we have

r∑
k=2

ank
= 0 and a = −

r∑
k=2

bnk
= c

r∑
k=2

ank−1. (6)

Now we suppose that (4) holds. By definition of the sequences (ak) and (bk)

there are polynomials gk ∈ Z[X] which satisfy (5). Summing up and using (6) we

obtain

r∑
k=2

Xnk + a = q
r∑

k=2

gnk
+

( r∑
k=2

ank

)
X +

r∑
k=2

bnk
+ a

= q
r∑

k=2

gnk
− a+ a = q

r∑
k=2

gnk
. �
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Remark 3.2. Using the same method as in the proof of Theorem 3.1 we can

easily convince ourselves that a monic quadratic integer polynomial with non-

vanishing constant term cannot divide any standard binomial with non-vanishing

constant term.

To prepare our main results we now study the divisibility of multinomials by

certain quadratic integer polynomials. Our investigation is based on results by

Bremner and Ulas [9] which we briefly recall. Fix b, c ∈ Z and define integers

Ak(b, c) and Bk(b, c) by

Xk ≡ Ak(b, c)X +Bk(b, c) (mod X2 + bX + c) (k ∈ N).

Lemma 3.3 ([9, Lemma 3.1, Remark 6.3]). We have

A0(b, c) = 0, A1(b, c) = B0(b, c) = 1,

and for k ≥ 1 the following equations hold:

(i) Ak+1(b, c) = −bAk(b, c)− cAk−1(b, c),

(ii) Bk(b, c) = −cAk−1(b, c),

(iii) Ak(bt, ct
2) = tk−1Ak(b, c) (t ∈ Z).

Lemma 3.4. For n ∈ N we have:

(i) A3n(1, 1) = 0, A3n+1(1, 1) = 1, A3n+2(1, 1) = −1,

(ii) An+1(2, 1) = (−1)n(n+ 1),

(iii) A4n(2, 2) = 0, A4n+1(2, 2) = (−1)n22n, A4n+2(2, 2) = −A4n+3(2, 2) =

(−1)n+122n+1,

(iv) A6n(3, 3) = 0, A6n+1(3, 3) = (−1)n33n, A6n+2(3, 3) = (−1)n+133n+1,

A6n+3(3, 3) = 2(−1)n33n+1, A6n+4(3, 3) = (−1)n+133n+2, A6n+5(3, 3) =

(−1)n33n+2,

(v) A2n(0, c) = 0, A2n+1(0, c) = (−c)n (c ∈ Z).

Proof. (i), (ii), (v) Using induction these facts can easily be checked by

Lemma 3.3.

(iii), (iv) See [9, Lemma 6.1]. �

The following elementary fact concerns the sequences introduced above and

is a basic tool in our subsequent considerations.
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Lemma 3.5. Let r > 1, nr > · · · > n1 > 0, and b ∈ {2, 3}. For n ∈ N we

set

ab(n) := eb(n) b
⌊n/2⌋

if 2b does not divide n, and ab(n) = 0, otherwise; here we use the notation

e2(n) :=

{
(−1)⌊n/4⌋ (n ≡ 1, 3 (mod 4)),

(−1)⌊n/4⌋+1 (n ≡ 2 (mod 4)),

and

e3(n) :=


(−1)⌊n/6⌋ (n ≡ 1, 5 (mod 6)),

(−1)⌊n/6⌋+1 (n ≡ 2, 4 (mod 6)),

2 · (−1)⌊n/6⌋ (n ≡ 3 (mod 6)).

Let t ∈ Z \ {0} and
r∑

i=1

tni−1ab(ni) = 0. (7)

If 2b does not divide ni for some i ∈ {1, . . . , r}, then we have t ∈ {−1, 1}.

Proof. In (7) we may omit all zero summands, i.e., we may assume that 2b

does not divide ni for all i ∈ {1, . . . , r} with a possibly smaller r. Clearly, we still

have a sum with at least two summands.

For simplicity we write

si := ⌊ni/2⌋ (i = 1, . . . , r).

Observe that we have

s1 ≤ s2 ≤ · · · ≤ sr and |e1| = · · · = |er| = 1.

From

ab(n1) = −
r∑

i=2

tni−n1 ab(ni)

we infer

bs1 = |t|n2−n1 ·
∣∣∣∣ r∑
i=2

tni−n2 eb(ni) b
si

∣∣∣∣
= |t|n2−n1 · bs2 ·

∣∣∣∣eb(n2) +
r∑

i=3

tni−n2 eb(ni) b
si−s2

∣∣∣∣
which yields

1 = |t|n2−n1 · bs2−s1 ·
∣∣∣∣eb(n2) +

r∑
i=3

tni−n2 eb(ni) b
si−s2

∣∣∣∣
and finally |t| = 1. �
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The next lemma is easy to check and certainly well-known, however, the

author was unable to find a suitable reference.

Lemma 3.6. Assume that q = X2+ bX + c ∈ Z[X] is irreducible and b ̸= 0.

If the quotient of the roots of q is a root of unity then there exist n ∈ {1, 2, 3}
and t ∈ Z \ {0} such that b = nt and c = nt2.

For the particular quadratic polynomials described in Lemma 3.6 we deter-

mine all trinomial multiples in P3.

Proposition 3.7. Let a, t ∈ Z and n, k, d ∈ N such that t ̸= 0 and d > k > 0.

Set q = X2 + ntX + nt2 and p = Xd +Xk + a ∈ P3.

(i) Let n = 1. Then q divides p if and only if one of the following three conditions

is satisfied:

(a) k ≡ d ≡ 0 (mod 3) and a = −tk(td−k + 1),

(b) k ≡ 1 (mod 3), d ̸≡ 0 (mod 3), t = ±1 and either

d ≡ 1 (mod 3), t = −1 and a = 0

or

d ≡ 2 (mod 3), and a = tk,

(c) k ≡ 2 (mod 3), d ̸≡ 0 (mod 3), t = ±1 and either

d ≡ 1 (mod 3), d ̸≡ k (mod 2), t = 1 and a = 1

or

d ≡ 1 (mod 3), d ≡ k (mod 2) and a = tk,

or

d ≡ 2 (mod 3), and a = 0.

(ii) Let n = 2. Then q divides p if and only if one of the following two conditions

is satisfied:

(a) k ≡ d ≡ 0 (mod 4) and

a = (−1)(k/4)−1 2k/2 tk
(
(−1)(d−k)/4 2(d−k)/2 td−k + 1

)
,

(b) k ≡ 2 (mod 4), d = k + 1, t = 1 and

a = (−1)(k+2)/4 2k/2.

(iii) Let n = 3. Then q divides p if and only if one of the following two conditions

is satisfied:



122 Horst Brunotte

(a) k ≡ d ≡ 0 (mod 6) and

a = (−1)(k/6)−1 3k/2 tk
(
(−1)(d−k)/6 3(d−k)/2 td−k + 1

)
,

(b) k ≡ 4 (mod 6), d = k + 1, t = 1 and

a = (−1)(k+2)/6 3k/2.

Proof. We proceed similarly as in the proof of Lemma 3.5. Using the

notation introduced above we sloppily set

am := Am(n, n) (m ∈ N) (8)

and infer from Theorem 3.1 and Lemma 3.3

q | p ⇐⇒ Ad(nt, nt
2)+Ak(nt, nt

2)= 0 and a = nt2(Ad−1(nt, nt
2) +Ak−1(nt, nt

2))

⇐⇒ td−1ad + tk−1ak = 0 and a = nt2(td−2ad−1 + tk−2ak−1)

⇐⇒ td−kad = −ak and a = ntk(td−kad−1 + ak−1).

The proof is completed by exploiting this last condition for n = 1, 2, 3; here we

only treat the case n = 3 and leave the first two (easier) cases to the reader.

Set

k = 6ℓ+ r, d = 6m+ s (r, s ∈ {0, 1, . . . , 5} , 0 ≤ ℓ ≤ m)

and distinguish six cases.

Case 1 r = 0

Exploiting Lemma 3.4 we successively deduce ak = 0, ad = 0, s = 0 and

0 < ℓ < m, hence

a = 3tk(td−ka6(m−1)+5 + a6(k−1)+5) = 3tk
(
td−k(−1)m−133(m−1)+2

+ (−1)ℓ−1 33(ℓ−1)+2
)
= (−1)ℓ−133ℓtk

(
(−1)m−ℓ33(m−ℓ)td−k + 1

)
.

Case 2 r = 1

Similarly as above we find

|t|d−k |ad| = 33ℓ,

hence s ̸= 0, 3. If s = 1 we have m > ℓ and again by Lemma 3.4

|t|d−k
33(m−ℓ) = 1,
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which is impossible, and if s ∈ {2, 4, 5} we analogously obtain

|t|6(m−ℓ)+s−1
33(m−ℓ)+δ = 1

with some δ > 0 which is impossible, too.

Case 3 r = 2

We have

|t|d−k |ad| = 33ℓ+1,

hence s ̸= 0, 3. If s ∈ {1, 2} then we have m > ℓ and again by Lemma 3.4

|t|d−k
33(m−ℓ)−δ = 1

with some δ ∈ {0, 1} which is absurd. Analogously, the assumption s ∈ {4, 5}
implies the impossible equation

|t|d−k
33(m−ℓ)+1 = 1.

Case 4 r = 3

We have

|t|d−k |ad| = 2 · 33ℓ+1,

hence s ̸= 0. If s = 3 we have m > ℓ and

|t|d−k
33(m−ℓ) = 1

which is impossible, and if s ̸= 3 we are successively led to

|t| = 2, d− k = 1, s = 4, m = ℓ, 32−1 = 1,

which is absurd.

Case 5 r = 4

We have

td−kad = (−1)ℓ33ℓ+2,

hence s ̸= 0, 3. If s ∈ {1, 2, 4} then we have m > ℓ which leads to contradictions

similarly as above. Now let s = 5. Then we deduce

(−1)ℓ+m td−k 33(m−ℓ) = 1,
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further m = ℓ, d− k = 1, t = 1, and then

a = 3(a6m+4 + a6m+3) = (−1)ℓ+133ℓ+2.

Case 6 r = 5

We have m > ℓ and

|t|d−k |ad| = 33ℓ+2,

hence s ̸= 0, 3, and the remaining subcases s ∈ {1, 2, 4, 5} are excluded as above.

The proof is completed. �

Remark 3.8. Using Proposition 3.7 we can easily construct infinitely many

non-primitive CNS trinomials which are multiples of the CNS polynomial X2 +

ntX + nt2 for n ∈ {1, 2, 3} and t ≥ 2.

We are now in a position to determine all trinomials in P3 which are multiples

of those particular quadratic CNS polynomials which will play a key role in our

further considerations.

Proposition 3.9. Let n ∈ {2, 3} , t ∈ Z and a, k, d ∈ N>0 such that t ̸= 0

and d > k. If q := X2 + ntX + nt2 divides p := Xd +Xk + a then the following

statements hold:

(i) We have t ≥ 1, p ∈ C and γ(p/q) ∈ {1, 2}. If t ∈ {1, 2} then γ(p/q) = 2.

(ii) Let n = 2. If k ≡ 2 (mod 4) then there exists u ≥ 0 such that

d = 8u+ 7, k = 8u+ 6, a = 24u+3,

and if k ≡ 0 (mod 4) then there exist u ≥ 0, v > 0 such that d = 8(u+v)+4

and

k = 8u+ 4, a = 24u+2 t8u+4
(
24vt8v + 1

)
or

k = 8v, a = 24vt8v
(
24u+2t8u+4 − 1

)
.

(ii) Let n = 3. If k ≡ 4 (mod 6) then there exists u ≥ 0 such that

d = 12u+ 11, k = 12u+ 10, a = 36u+5,

and if k ≡ 0 (mod 6) then there exist u ≥ 0, v > 0 such that d = 12(u+v)+6

and

k = 12u+ 6, a = 36u+3 t12u+6
(
36v t12v + 1

)
or

k = 12v, a = 36v t12v
(
36u+3 t12u+6 − 1

)
.
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Proof. Exploiting a > 0 we infer from Lemma 3.7 that t ≥ 1 and that p

has the form indicated above; further, we verify a ≥ 3. Consequently, p ∈ C by

Proposition 2.2, thus for the quotient g := p/q we have γ(g) ≤ 2 by definition. We

check g(0) > g(1), hence γ(g) ≥ 1 by Corollary 2.5, and therefore γ(g) ∈ {1, 2}.
For t = 1, 2 an easy computation reveals g(0) > (3/2)g(1), and then Corollary 2.5

yields γ(g) = 2 in these cases. �

Let us include some numerical examples.

Example 3.10. (i) For

g := X29 −X28 + 2X26 − 22X25 + 22X24 − 23X22 + 24X21 − 24X20

+ 25X18 − 26X17 + 26X16 − 27X14 + 28X13 − 28X12 + 29X10

− 210X9 + 210X8 − 211X6 + 212X5 − 213X4 + 213X2 − 214X + 214

we have

(X2 + 2X + 2) · g = X31 +X30 + 215

and γ(g) = 2 by Proposition 3.9.

(ii) The quotient of X12+X8+24 ·38 ·17 ·19 and X2+6X+18 is the polynomial

g := X10 − 2 · 3X9 + 2 · 32X8 − 17 · 19X6 + 2 · 3 · 17 · 19X5 − 2 · 32 · 17 · 19X4

+ 22 · 34 · 17 · 19X2 − 23 · 35 · 17 · 19X + 23 · 36 · 17 · 19.

Proposition 3.9 yields γ(g) ≥ 1, then we have γ(g) ≥ 2 by Lemma 3.11 below,

and we conclude γ(g) = 2 by Proposition 3.9.

Lemma 3.11. Let f =
∑r

i=1 aiX
i ∈ Z[X] \ C be a monic polynomial of

degree d ≥ 2 such that for all c ≥ 2 the following two conditions hold:

(i) |c+ ad−1|+
∑d−1

i=1 |cai + ai−1| < ca0

(ii) ad−1 + c < −1 or (ad−1 + 1)c+ ad−1 + ad−2 < −1.

Then we have γ(f) ≥ 2.

Proof. We immediately infer from [4, Theorem 5.2] that for every c ≥ 2 we

have (X + c) · f /∈ C. �

Now we present our main results on quadratic CNS divisors of CNS polyno-

mials in Pr. Let us start with non-primitive and reducible quadratic divisors.

Theorem 3.12. Let r ≥ 3 and q be a quadratic CNS polynomial.

(i) If q is non-primitive then q divides infinitely many CNS polynomials in Pr.



126 Horst Brunotte

(i) If q is reducible then q divides at most finitely many CNS polynomials in Pr.

Proof. (i) Write q(X) = ℓ(X2) with a linear CNS polynomial ℓ and apply

Theorem 2.9 and [10, Theorem 1].

(ii) Clearly, we can write q = (X + s)(X + t) with s, t ≥ 2. Assume that q

divides infinitely many pr,n,a ∈ Pr, thus the sequence (Ak(b, c))k∈N described in

Lemma 3.3 has infinitely many zeros. It is well-known that then the quotient of

the roots of q is a root of unity (e.g., see [34, Corollary C.1]), hence s = t and

q = X2 + 2tX + t2 . From Theorem 3.1 we deduce

r∑
k=2

Ank
(2t, t2) = 0,

and Lemmas 3.3 and 3.4 yield

0 =
r∑

k=2

tnk−1Ank
(2, 1) =

r∑
k=2

(−t)nk−1 nk = (−t)n2−1
r∑

k=2

(−t)nk−n2nk,

hence
r∑

k=2

(−t)nk−n2nk = 0

and then

n2 = −
r∑

k=3

(−t)nk−n2nk.

However, we can check

n2 =

∣∣∣∣ r∑
k=3

(−t)nk−n2nk

∣∣∣∣ ≥ tnr−n2nr −
r−1∑
k=3

tnk−n2nk ≥ n3

which contradictions our prerequisites. �

In view of Theorem 3.12 we now restrict our attention to primitive irreducible

quadratic CNS polynomials as divisors of elements of Pr. It turns out that a

decisive role is played by the two polynomials in the set

Q :=
{
X2 + 2X + 2, X2 + 3X + 3

}
.

Theorem 3.13. Let r ≥ 3 and q be an irreducible primitive quadratic CNS

polynomial. The following statements are equivalent:

(i) q divides infinitely many primitive multinomials in Pr.
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(ii) q divides infinitely many primitive CNS polynomials p ∈ Pr with γ(p/q) = 2.

(iii) q belongs to Q.

Proof. By what we have seen in Section 1 we can write q = X2 + bX + c

with c ≥ 2, b ̸= 0 and −1 ≤ b ≤ c.

(i) =⇒ (iii) Since q divides infinitely many p ∈ Pr the sequence (Ak(b, c))k∈N
described in Lemma 3.3 has infinitely many zeros. It is well-known that then

the quotient of the roots of q is a root of unity (e.g., see [34, Corollary C.1]).

Therefore we infer from Lemma 3.6 that there exist n ∈ {1, 2, 3} and t ∈ Z \ {0}
such that b = nt and c = nt2, and then Theorem 3.1 yields

r∑
k=2

Ank
(b, c) = 0.

Note that by the primitivity of p we have nk ̸≡ 0 (mod 2n) for at least one k. We

infer |t| = 1 from Lemma 3.5, thus t = 1. Then clearly n ̸= 1, and we are done.

(iii) =⇒ (ii) For the polynomials X2 + nX + n with n ∈ {2, 3} we exhibit

infinite sequences of primitive CNS multiples in Pr.

Let r = 3 and s be a nonnegative integer. If n = 2 then by Propositions 3.9

and 2.2 the polynomial X8s+7 +X8s+6 +24s+3 is a CNS multiple of q. Similarly,

for n = 3 the polynomial X12s+11 +X12s+10 + 36s+5 satisfies our requirements.

Now, let r > 3 and s ≥ r − 2 be an odd integer. Again we apply the sloppy

notation (8). First, let n = 2 and set

nr−k = 4(s− k + 2) (k = 3, . . . , r − 2),

nr−2 = 4s, nr−1 = 4s+ 2, nr = 4s+ 3

and

a = 2 ·
r∑

k=2

ank−1.

Then p := pr,(nr,...,n2),a is primitive, and from Theorem 3.1 we know that q divides

p, since using Lemma 3.4 we find

r∑
k=2

ank
= a4s+3 + a4s+2 + a4s +

r−2∑
j=3

anr−j

= (−1)s+222s+1 + (−1)s+122s+1 +

r−2∑
j=3

a4(s−j+2) = 0.
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Furthermore, we check

a =
22(s−r+4)

5
·
(
22r−7 · 7 + (−1)r

)
and verify

2a ≥ 3r − 2. (9)

This immediately implies a ≥ r, and thus p ∈ C by Proposition 2.2. For the

quotient g := p/q inequality (9) implies

g(0) =
a

2
>

3

2
· r − 1 + a

5
=

3

2
· g(1),

hence γ(g) = 2 by Corollary 2.5.

Second, let n = 3. Now, we define

nk = 6(k − 1) (k = 2, . . . , r − 3),

nr−2 = 6(s− 1), nr−1 = 6s+ 4, nr = 6s+ 5

and

a = 3 ·
r∑

k=2

ank−1.

Analogously as before, we check that

r∑
k=2

ank
= 0

and

a =
27

28

(
7 · 8 · 121 · 33(s−2) + (−1)r−1 · 33(r−4) + 1

)
and verify

14a > 9(a+ r − 1).

Then we deduce that pr,(nr,...,n2),a indeed satisfies our requirements.

(ii) =⇒ (i) Trivial. �

We conclude with several numerical examples which illustrate the growth of

the constant terms of the multinomials constructed in the proof of Theorem 3.13.

Example 3.14. For r = 4, . . . , 7 some primitive CNS multiples p ∈ Pr of

q ∈ Q are listed; in each case we have γ(g) = 2 for the quotient polynomial

g := p/q.
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(i) The quadrinomial

X11 +X10X6 + 2 · 33 · 5

can be written as the product

(X2 + 3X + 3)(X9 − 2X8 + 3X7 − 3X6 + 2 · 5X4

− 2 · 3 · 5X3 + 22 · 3 · 5X2 − 2 · 32 · 5X + 2 · 32 · 5).

(ii) The quintinomial

X23 +X22 +X20 +X16 + 28 · 11

is a multiple of X2 + 2X + 2 with the quotient

X21 −X20 + 3X18 − 6X17 + 6X16 − 11X14 + 2 · 11X13 − 2 · 11X12

+ 22 · 11X10 − 23 · 11X9 + 23 · 11X8 − 24 · 11X6 + 25 · 11X5 − 25 · 11X4

+ 26 · 11X2 − 27 · 11X + 27 · 11.

(iii) The sextinomial

X35 +X34 +X24 +X12 +X6 + 22 · 33 · 5 · 238163

is the product of X2 + 3X + 3 and

X33 − 2X32 + 3X31 − 3X30 + 32X28 − 33X27 + 2 · 33X26 − 34X25 + 34X24

− 2 · 112X22+2 · 3 · 112X21− 22 · 3 · 112X20 + 2 · 32 · 112X19 − 2 · 32 · 112X18

+ 2 · 33 · 112X16 − 2 · 34 · 112X15 + 22 · 34 · 112X14 − 2 · 35 · 112X13

+ 2 · 35 · 112X12− 176417X10+3 · 176417X9− 2 · 3 · 176417X8+32 · 176417X7

− 32 · 176417X6+22 · 5 · 238163X4− 22 · 3 · 5 · 238163X3+23 · 3 · 5 · 238163X2

− 22 · 32 · 5 · 238163X + 22 · 32 · 5 · 238163.

(iv) The septinomial

X23 +X22 +X20 +X16 +X12 +X8 + 24 · 179

is a multiple of X2 + 2X + 2 with the quotient

X21 −X20 + 3X18− 2 · 3X17 + 2 · 3X16 − 11X14 + 2 · 11X13 − 2 · 11X12

+ 32 · 5X10 − 2 · 32 · 5X9 + 2 · 32 · 5X8 − 179X6 + 2 · 179X5 − 2 · 179X4

+ 22 · 179X2 − 23 · 179X + 23 · 179.
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