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Convergence rates in the strong law of large numbers
for negatively orthant dependent random variables

with general moment conditions

By PINGYAN CHEN (Guangzhou), XIAOLIN LI (Guangzhou)
and SOO HAK SUNG (Daejeon)

Abstract. Let {an, n ≥ 1} be a sequence of real numbers with 0 < an/n
1/p ↑ for

some 1 ≤ p < 2, and let {X,Xn, n ≥ 1} be a sequence of identically distributed nega-

tively orthant dependent random variables. In this paper, it is shown that
∑∞

n=1 n
r−1×

P{|X| > an} <∞ is equivalent to
∑∞

n=1 n
r−2P{max1≤m≤n |Sm−mEXI(|X| ≤ an)| >

εan} <∞, ∀ ε > 0, where r ≥ 1 and Sn =
∑n

k=1 Xk.

1. Introduction

A sequence {Un, n ≥ 1} of random variables is said to converge completely

to the constant θ if

∞∑
n=1

P{|Un − θ| > ε} <∞, ∀ ε > 0.

This concept of complete convergence was introduced by Hsu and Robbins [12],

and they proved that the sequence of arithmetic means of independent and iden-

tically distributed (i.i.d.) random variables converges completely to the expected
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value if the variance of the summands is finite. Their result has been generalized

and extended by many authors. Let r ≥ 1, 0 < p < 2, {X,Xn, n ≥ 1} be a se-

quence of i.i.d. random variables with partial sums Sn =
∑n

k=1Xk, n ≥ 1. Then

the following three statements are equivalent:

E|X|rp <∞, where EX = 0 if rp ≥ 1, (1.1)

∞∑
n=1

nr−2P{|Sn| > εn1/p} <∞, ∀ ε > 0, (1.2)

∞∑
n=1

nr−2P{ max
1≤m≤n

|Sm| > εn1/p} <∞, ∀ ε > 0. (1.3)

Baum and Katz [3] proved the equivalence of (1.1) and (1.2). In the case of

p = 1, the equivalence was already proved by Katz [14]. Chow [8] proved the

equivalence of (1.1) and (1.3).

The property (1.3) represents information regarding the convergence rate in

the Marcinkiewicz–Zygmund strong law of large numbers. In the case r > 1, (1.3)

implies
∞∑

n=1

nr−2P{ sup
m≥n
|Sm|/m1/p > ε} <∞, ∀ ε > 0,

which is equivalent to

∞∑
n=1

2n(r−1)P{ sup
m≥2n

|Sm|/m1/p > ε} <∞, ∀ ε > 0,

and hence we have

P{ sup
m≥n
|Sm|/m1/p > ε} = o

(
1

nr−1

)
, ∀ ε > 0.

Since the convergence of Sn/n
1/p → 0 a.s. is equivalent to P{supm≥n |Sm|/m1/p>

ε} → 0,∀ ε > 0, (1.3) describes the convergence rate in the Marcinkiewicz–

Zygmund strong law of large numbers.

For a sequence of not necessarily independent random variables satisfying

a Hájek–Rényi type maximal inequality, the convergence rate in the strong law

of large numbers was established by Fazekas [9], Fazekas and Klesov [10],

Tómács [23], and Tómács and Ĺıbor [24].

Obviously, (1.3) implies (1.2). But, the converse is not true in the non-

independent case (see, for example, Bai et al. [2]). So it is interesting to obtain

the complete convergence for the maximum partial sums of non-independent ran-

dom variables.
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It is also interesting to find more generalized moment conditions for the com-

plete convergence. In fact, Lanzinger [17], Gut and Stadtmüller [11], and

Chen and Sung [6] extended the Baum–Katz theorem under higher order mo-

ment conditions, Sung [22] obtained the complete convergence for pairwise i.i.d.

random variables under some generalized moment conditions, and Li et al. [19]

characterized the complete convergence for heavy-tailed random variables via in-

tegral test. In particular, Chen et al. [7] obtained the following result. Let

r ≥ 1, 1 ≤ p < 2, {X,Xn, n ≥ 1} be a sequence of i.i.d. random variables and

{an, n ≥ 1} a sequence of constants with 0 < an/n
1/p ↑. Then the following three

statements are equivalent:

∞∑
n=1

nr−1P{|X| > an} <∞, (1.4)

∞∑
n=1

nr−2P{|Sn − nbn| > εan} <∞, ∀ ε > 0, (1.5)

∞∑
n=1

nr−2P{ max
1≤m≤n

|Sm −mEXI(|X| ≤ an)| > εan} <∞, ∀ ε > 0. (1.6)

They proved the above equivalent statements by using the Rosenthal inequality

for the maximum partial sums of independent random variables.

In this paper, we prove the equivalence of (1.4) and (1.6) for a sequence of

negatively orthant dependent (NOD) random variables. Although the Rosenthal

inequality holds for the partial sums of NOD random variables (see Lemma 2.1),

it is not known whether the Rosenthal inequality holds for the maximum par-

tial sums. For the proof of (1.4) ⇒ (1.6), we use a Rosenthal type inequality

(Lemma 2.2) instead of the Rosenthal inequality and a delicate truncation of ran-

dom variables. For the proof of the converse, we use a new method which is not

the standard one.

We first recall the concept of negatively quadrant dependent random vari-

ables. The concept of negative quadrant dependence was introduced by

Lehmann [18]. Two random variables X and Y are said to be negatively quadrant

dependent if

P (X ≤ x, Y ≤ y) ≤ P (X ≤ x)P (Y ≤ y)

for all real numbers x and y. A sequence of random variables is said to be pairwise

negatively quadrant dependent if every two random variables in the sequence are

negatively quadrant dependent.
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A finite family of random variables {X1, . . . , Xn} is said to be NOD if the

following two inequalities hold:

P (X1 ≤ x1, · · · , Xn ≤ xn) ≤
n∏

i=1

P (Xi ≤ xi)

and

P (X1 > x1, · · · , Xn > xn) ≤
n∏

i=1

P (Xi > xi)

for all real numbers x1, . . . , xn. An infinite family of random variables is NOD if

every finite subfamily is NOD.

For more properties about NOD, we refer to Joag-Dev and Proschan [13],

Bozorgnia et al. [4], and Asadian et al. [1]. For limiting results about NOD,

we refer to Bai et al. [2], Qiu et al. [21], and Chen and Sung [5].

Now we state the main results. Some preliminary lemmas will be given

in Section 2, and the proofs of the main results will be detailed in Section 3.

An application of our main results will be given in Section 4.

Theorem 1.1. Let r > 1 and 1 ≤ p < 2. Let {X,Xn, n ≥ 1} be a sequence of
identically distributed NOD random variables with partial sums Sn =

∑n
k=1Xk,

n ≥ 1, {an, n ≥ 1} a sequence of real numbers with 0 < an/n
1/p ↑. Then (1.4)

and (1.6) are equivalent.

When r = 1 and 1 < p < 2, it is an open problem whether (1.6) holds or not

even under the moment condition E|X|rp < ∞ and an = n1/p. However, when

r = 1 and p = 1, we have the following result for pairwise negatively quadrant

dependent random variables. Since the pairwise negative quadrant dependence is

weaker than NOD, the following theorem satisfies for NOD random variables.

Theorem 1.2. Let {X,Xn, n ≥ 1} be a sequence of identically distributed

pairwise negatively quadrant dependent random variables with partial sums Sn =∑n
k=1Xk, n ≥ 1, and {an, n ≥ 1} a sequence of real numbers with 0 < an/n ↑.

Then the following statements are equivalent:

∞∑
n=1

P{|X| > an} <∞, (1.7)

∞∑
n=1

n−1P{ max
1≤m≤n

|Sm −mEXI(|X| ≤ an)| > εan} <∞, ∀ ε > 0, (1.8)

a−1n

n∑
k=1

(Xk − EXkI(|Xk| ≤ ak))→ 0 a.s. (1.9)
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Remark 1.1. When 0 < an/n ↑ ∞, the random variable with the general

moment condition (1.7) may have infinite mean. Kruglov [16] and Sung [22]

obtained strong laws of large numbers for pairwise i.i.d. random variables with

infinite means.

Remark 1.2. For a sequence of pairwise i.i.d. random variables {X,Xn, n ≥
1}, many authors obtained complete convergence results. Sung [22] proved that

(1.7) implies that

∞∑
n=1

n−1P{|Sn − nEXI(|X| ≤ an)| > εan} <∞, ∀ ε > 0,

which is weaker than (1.8). When an =n for n≥1, (1.7) is equivalent to E|X|<∞.

Bai et al. [2] proved that EX = 0 is equivalent to

∞∑
n=1

n−1P{ max
1≤m≤n

|Sm| > εn} <∞, ∀ ε > 0.

Kruglov [15] proved that, for a sequence of pairwise i.i.d. and non-negative

random variables, the pair of expressions E|X| < ∞ and EX = µ is equivalent

to
∑∞

n=1 n
−1P{|Sn − nµ| > εn} <∞ for all ε > 0.

Throughout this paper, the symbol C denotes a positive constant which is

not necessarily the same one in each appearance, and I(A) denotes the indicator

function of the event A. It proves convenient to define n(t) = [nt] for any t > 0,

where [x] denotes the integer part of x.

2. Preliminary lemmas

In this section, we present some preliminary lemmas. Lemma 2.1 is the

Rosenthal inequality for the sum of NOD random variables.

Lemma 2.1 (Asadian et al. [1]). Let {Xn, n ≥ 1} be a sequence of NOD

random variables with EXn = 0 and E|Xn|s <∞, for some s ≥ 2 and all n ≥ 1.

Then there exists a positive constant C depending only on s such that for all

n ≥ 1,

E
∣∣∣ n∑
k=1

Xk

∣∣∣s ≤ C


n∑
k=1

E|Xk|s +

(
n∑

k=1

EX2
k

)s/2
 .
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Using Theorem 3 in Móricz [20], Lemma 2.1 gives a Rosenthal type inequal-

ity for the maximum of partial sums of NOD random variables. Since the term

(log 2n)s is added, Lemma 2.2 is not the Rosenthal inequality for the maximum

of partial sums.

Lemma 2.2. Let {Xn, n ≥ 1} be a sequence of NOD random variables with

EXn = 0 and E|Xn|s < ∞, for some s ≥ 2 and all n ≥ 1. Then there exists

a positive constant C depending only on s such that for all n ≥ 1,

E max
1≤m≤n

∣∣∣ m∑
k=1

Xk

∣∣∣s ≤ C ( log 2n

log 2

)s


n∑
k=1

E|Xk|s +

(
n∑

k=1

EX2
k

)s/2
 .

Lemma 2.3. Let r ≥ 1, 0 < p < 2, and X be a random variable. Suppose

that {an, n ≥ 1} is a sequence of positive numbers with an ↑. Then (1.4) implies

that

nrP{|X| > an} → 0 as n→∞.

Proof. By (1.4),

2n∑
k=n+1

kr−1P{|X| > ak} ≤
∞∑

k=n+1

kr−1P{|X| > ak} → 0

as n→∞. Note that by an ↑,

2n∑
k=n+1

kr−1P{|X| > ak} ≥
2n∑

k=n+1

nr−1P{|X| > a2n} = nrP{|X| > a2n}.

Hence,

nrP{|X| > a2n} → 0

as n→∞. It follows that for n ≥ 2,

nrP{|X| > an} ≤ nrP{|X| > a2[n/2]} ≤ 3r[n/2]rP{|X| > a2[n/2]} → 0

as n→∞. So we arrive at the desired result. �

Lemma 2.4. Under the assumptions of Theorem 1.1, if rp ≥ 2 and (1.4)

holds, then for any t ∈ (0, 1],

a−2n · na2n(t)P{|X| > an(t)} ≤ Cn1−2/p

and

a−2n · nE|X|2I(|X| ≤ an(t)) ≤ Cn1−2/p.
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Proof. By an/n
1/p ↑ and Lemma 2.3,

a−2n · na2n(t)P{|X| > an(t)} ≤n1−2/pn(t)2/pP{|X| > an(t)}

≤Cn2(t−1)/p+1 · n−rt =Cn1−2/p+(2−rp)t/p≤Cn1−2/p.

By [7, Lemma 2.3] in Chen et al.,

a−2n · nE|X|2I(|X| ≤ an(t)) ≤ a−2n · nE|X|2I(|X| ≤ an) ≤ Cn1−2/p. �

Lemma 2.5. Under the assumptions of Theorem 1.1, if (1.4) holds, then,

for any s > rp and any t ∈ (0, 1),

∞∑
n=1

nr−2 · a−sn (log n)s · nasn(t)P{|X| > an(t)} <∞

and
∞∑

n=1

nr−2 · a−sn (log n)s · nE|X|sI(|X| ≤ an(t)) <∞.

Proof. By an/n
1/p ↑ and Lemma 2.3,

∞∑
n=1

nr−2 · a−sn (log n)s · nasn(t)P{|X| > an(t)}

≤
∞∑

n=1

nr−1−s/pn(t)s/p(log n)sP{|X| > an(t)}

≤ C
∞∑

n=1

nr−1−s/pn(t)s/p−r(log n)s ≤ C
∞∑

n=1

n−1−(s−rp)(1−t)/p(log n)s <∞.

By an/n
1/p ↑ again,

∞∑
n=1

nr−2 · a−sn (log n)s · nE|X|sI(|X| ≤ an(t))

=

∞∑
n=1

nr−1 · a−sn (log n)s
n(t)∑
k=1

E|X|sI(ak−1 < |X| ≤ ak) (a0 = 0)

≤
∞∑

n=1

nr−1 · a−sn (log n)s
n(t)∑
k=1

askP{ak−1 < |X| ≤ ak} ≤
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≤
∞∑

n=1

nr−1 · a−sn (log n)sasn(t)n(t)−s/p
n(t)∑
k=1

ks/pP{ak−1 < |X| ≤ ak}

≤
∞∑

n=1

nr−1−s/p · (log n)s
n(t)∑
k=1

ks/pP{ak−1 < |X| ≤ ak}

≤
∞∑
k=1

ks/pP{ak−1 < |X| ≤ ak}
∞∑

n=[k1/t]

nr−1−s/p(log n)s

≤ C
∞∑
k=1

ks/pP{ak−1 < |X| ≤ ak} · k(r−s/p)/t(log k)s

=

∞∑
k=1

krP{ak−1 < |X| ≤ ak} · k−(s−rp)(1−t)/(pt)(log k)s

≤ C
∞∑
k=1

krP{ak−1 < |X| ≤ ak} <∞.

So we complete the proof. �

Lemma 2.6. Under the assumptions of Theorem 1.1, if (1.4) holds, then,

for any t ∈ (1/r, 1),

a−1n · nE
(
(X−an(t))I(an(t)<X≤an)+(an−an(t))I(X>an)

)
→ 0, as n→∞.

Proof. Note that 0 ≤ (X − an(t))I(an(t) < X ≤ an) + (an − an(t))I(X >

an) ≤ XI(an(t) < X ≤ an) + anI(X > an). Hence by Lemma 2.3,

0 ≤ a−1n · nE
(
(X − an(t))I(an(t) < X ≤ an) + (an − an(t))I(X > an)

)
≤ a−1n · nE

(
XI(an(t) < X ≤ an) + anI(X > an)

)
≤ nP{|X| > an(t)} ≤ Cn1−rt → 0, as n→∞. �

Lemma 2.7. Let {Xn, n ≥ 1} be a sequence of random variables, and

{an, n ≥ 1} a sequence of real numbers with 0 < an ↑. Assume that

∞∑
n=1

n−1P{ max
1≤k≤n

|Xk| > Man} <∞

for some M > 0. Then

P{ max
1≤k≤n

|Xk| > Ma2n} → 0 as n→∞.
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Proof. Noting that

P{ max
1≤k≤n

|Xk| > Ma2n} ≤ 2

2n∑
m=n+1

m−1P{ max
1≤k≤m

|Xk| > Mam},

we have the desired result. �

Lemma 2.8. Let r ≥ 1 and 0 < p < 2. Let X be a random variable, and

{an, n ≥ 1} a sequence of real numbers with 0 < an ↑. Then (1.4) is equivalent

to
∞∑

n=1

nr−1P{|X| > amn} <∞

for some integer m ≥ 1.

Proof. It is enough to prove the necessity. Assume that
∑∞

n=1 n
r−1P{|X| >

amn} <∞ for some integer m ≥ 1. Note that for any 1 ≤ i ≤ m,

(mn+ i)r−1P{|X| > amn+i} ≤ (2m)r−1 · nr−1P{|X| > amn}.

Hence, by the assumption,

∞∑
n=1

nr−1P{|X| > an}

=

m∑
n=1

nr−1P{|X| > an}+

∞∑
n=1

m∑
i=1

(mn+ i)r−1P{|X| > amn+i}

≤
m∑

n=1

nr−1P{|X| > an}+ (2m)r−1m

∞∑
n=1

nr−1P{|X| > amn} <∞.

The proof is completed. �

Lemma 2.9. Under the conditions of Lemma 2.8, we further assume that

0 < an/n
1/p ↑. Then (1.4) is equivalent to

∞∑
n=1

nr−1P{|X| > Man} <∞

for some M > 0.
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Proof. It is enough to prove the necessity. Assume that
∑∞

n=1 n
r−1P{|X| >

Man} < ∞ for some M > 0. If 0 < M ≤ 1, then (1.4) holds trivially. Now we

consider the case of M > 1. Then there exists a positive integer i such that

2i/p ≥M . By an/n
1/p ↑, we have 2−1/pa2n ≥ an. Then

∞∑
n=1

nr−1P{M−121/p|X| > a2n} =

∞∑
n=1

nr−1P{|X| > M2−1/pa2n}

≤
∞∑

n=1

nr−1P{|X| > Man} <∞.

By Lemma 2.8,
∞∑

n=1

nr−1P{21/p|X| > Man} <∞.

If we use this method i− 1 times more, then
∞∑

n=1

nr−1P{2i/p|X| > Man} <∞.

So (1.4) holds. �

3. Proofs of the main results

In this section, we provide the proofs of the main results.

Proof of Theorem 1.1. (1.4)⇒ (1.6). For 1 ≤ k ≤ n and n ≥ 1, set

Xnk = −anI(Xk < −an) +XkI(|Xk| ≤ an) + anI(Xk > an).

Then EXnk =−anP{X<−an}+anP{X>an}+EXI(|X|≤an). By Lemma 2.3,

a−1n ·n |−anP{X < −an}+ anP{X > an}| ≤ a−1n ·nanP{|X| > an} ≤ Cn1−r → 0

as n→∞. Therefore, to prove (1.6), it is enough to show that

∞∑
n=1

nr−2P

{
max

1≤m≤n

∣∣∣ m∑
k=1

(Xk − EXnk)
∣∣∣ > εan

}
<∞, ∀ ε > 0. (3.1)

Note that{
max

1≤m≤n

∣∣∣ m∑
k=1

(Xk − EXnk)
∣∣∣ > εan

}

⊂ ∪nk=1{|Xk| > an} ∪

{
max

1≤m≤n

∣∣∣ m∑
k=1

(Xnk − EXnk)
∣∣∣ > εan

}
.
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Hence, to prove (3.1), it is enough by (1.4) to show that for all ε > 0,

∞∑
n=1

nr−2P

{
max

1≤m≤n

∣∣∣ m∑
k=1

(Xnk − EXnk)
∣∣∣ > εan

}
<∞. (3.2)

For any t ∈ (1/r, 1), set

X
(1)
nk = −an(t)I(Xk < −an(t)) +XkI(|Xk| ≤ an(t)) + an(t)I(Xk > an(t)),

X
(2)
nk = (Xk − an(t))I(an(t) < Xk ≤ an) + (an − an(t))I(Xk > an),

X
(3)
nk = (Xk + an(t))I(−an ≤ Xk < −an(t))− (an − an(t))I(Xk < −an).

Then Xnk = X
(1)
nk +X

(2)
nk +X

(3)
nk , and {X(i)

nk , 1 ≤ k ≤ n}, 1 ≤ i ≤ 3, are all NOD

by Bozorgnia et al. [4]. Hence, to prove (3.2), it is enough to show that for all

ε > 0 and i = 1, 2, 3,

Ii =

∞∑
n=1

nr−2P

{
max

1≤m≤n

∣∣∣ m∑
k=1

(X
(i)
nk − EX

(i)
nk )
∣∣∣ > εan

}
<∞.

By the Markov inequality and Lemma 2.2, we get that for any s ≥ 2,

I1≤ C
∞∑

n=1

nr−2 · a−sn E max
1≤m≤n

∣∣∣ m∑
k=1

(X
(1)
nk − EX

(1)
nk )
∣∣∣s

≤C

∞∑
n=1

nr−2 · a−sn (log n)s

(
n∑

k=1

E|X(1)
nk |

2

)s/2

+

∞∑
n=1

nr−2 · a−sn (log n)s
n∑

k=1

E|X(1)
nk |

s


= C(I11 + I12).

If rp ≥ 2, we take s large enough such that r − 2 − s/p + s/2 < −1. Note that

s > rp. Then by Lemma 2.4,

I11 ≤ C
∞∑

n=1

nr−2−s/p+s/2(log n)s <∞.

Since s > rp, I12 < ∞, by Lemma 2.5. If rp < 2, we take s = 2 (in this case,

I11 = I12). Then I11 = I12 <∞, by Lemma 2.5 again.
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Since X
(2)
nk ≥ 0, we have

max
1≤m≤n

∣∣∣ m∑
k=1

X
(2)
nk

∣∣∣ =

n∑
k=1

X
(2)
nk ,

and by Lemma 2.6,

a−1n max
1≤m≤n

∣∣∣ m∑
k=1

EX
(2)
nk

∣∣∣
= a−1n · nE

(
(X − an(t))I(an(t) < X ≤ an) + (an − an(t))I(X > an)

)
→ 0.

Therefore, to prove I2 <∞, it is enough to show that for all ε > 0,

I ′2 =

∞∑
n=1

nr−2P

{∣∣∣ n∑
k=1

(X
(2)
nk − EX

(2)
nk )
∣∣∣ > εan

}
<∞.

By the Markov inequality and Lemma 2.1, we get that for any s ≥ 2,

I ′2 ≤ C
∞∑

n=1

nr−2 · a−sn E
∣∣∣ n∑
k=1

(X
(2)
nk − EX

(2)
nk )
∣∣∣s

≤ C

 ∞∑
n=1

nr−2 · a−sn

(
n∑

k=1

E|X(2)
nk |

2

)s/2

+

∞∑
n=1

nr−2 · a−sn

n∑
k=1

E|X(2)
nk |

s


= C(I21 + I22).

If rp ≥ 2, we have by [7, Lemma 2.3] in Chen et al. and Lemma 2.3 that

a−2n

n∑
k=1

E|X(2)
nk |

2 ≤ a−2n · n
(
EX2I(an(t) < X ≤ an) + a2nP{X > an}

)
≤ a−2n · nE|X|2I(|X| ≤ an) + nP{|X| > an}

≤ Cn1−2/p + Cn1−r ≤ Cn1−2/p.

Taking s large enough such that r − 2− s/p+ s/2 < −1, we have

I21 =

∞∑
n=1

nr−2

(
a−2n

n∑
k=1

E|X(2)
nk |

2

)s/2

≤ C
∞∑

n=1

nr−2−s/p+s/2 <∞.
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By Lemma 2.4 in [7] and (1.4),

I22 ≤ C
∞∑

n=1

nr−2 · a−sn n
(
E|X|sI(an(t) < X ≤ an) + asnP{X > an}

)
≤ C

∞∑
n=1

nr−2 · a−sn nE|X|sI(|X| ≤ an) + C

∞∑
n=1

nr−1P{|X| > an}

≤ C
∞∑

n=1

nr−1P{|X| > an} <∞.

If rp < 2, we take s = 2 (in this case, I21 = I22). Then

I21 = I22 ≤
∞∑

n=1

nr−2 · a−2n n
(
EX2I(an(t) < X ≤ an) + a2nP{X > an}

)
<∞

by [7, Lemma 2.4] and (1.4) again.

By the same argument, as I2 <∞, we have I3 <∞.

(1.6)⇒ (1.4). Noting that

max
1≤k≤n

|Xk| − an ≤ max
1≤k≤n

|Xk−EXI(|X|≤an)|≤2 max
1≤m≤n

|Sm−mEXI(|X|≤an)|,

we have by (1.6) that

∞∑
n=1

nr−2P{ max
1≤k≤n

|Xk| > (1 + ε)an} <∞, ∀ ε > 0,

which, together with Lemma 2.7, implies that

P{ max
1≤k≤n

|Xk| > (1 + ε)a2n} → 0

as n→∞. Hence, we have by Lemma A.6 in Zhang and Wen [25] that

nP{|X|>(1+ε)a2n} =

n∑
k=1

P{|Xk|>(1+ε)a2n}≤CP{ max
1≤k≤n

|Xk|>(1+ε)a2n}

≤ CP{ max
1≤k≤n

|Xk| > (1 + ε)an}.

Therefore,
∞∑

n=1

nr−1P{|X| > (1 + ε)a2n} <∞, ∀ ε > 0,

and hence (1.4) holds by Lemmas 2.8 and 2.9. So we complete the proof. �
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Proof of Theorem 1.2. The proof of (1.7) ⇔ (1.9) can be done by the

same method as in Theorem 2.3 of Sung [22]. We proceed by proving that (1.7)

⇒ (1.8) and (1.8) ⇒ (1.7). We first prove that (1.7) ⇒ (1.8). When an/n ↑ ∞,

by Lemma 2.4 in [22], we have

a−1n · nEXI(|X| ≤ an)→ 0

as n→∞. Hence to prove (1.8), it is enough to prove that

∞∑
n=1

n−1P{ max
1≤m≤n

|Sm| > εan} <∞, ∀ ε > 0. (3.3)

Note that max1≤m≤n |Sm|≤
∑n

k=1 |Xk|=
∑n

k=1X
+
k +

∑n
k=1X

−
k , and {X+

n , n≥1}
and {X−n , n ≥ 1} are sequences of pairwise negatively quadrant dependent random

variables with

∞∑
n=1

P{|X±| > an} ≤
∞∑

n=1

P{|X| > an} <∞,

where x+ = max{0, x} and x− = (−x)+. By the same method as in Theorem 2.2

of [22],
∞∑

n=1

n−1P

{
n∑

k=1

X±k > εan

}
<∞, ∀ ε > 0,

which implies (3.3).

When an/n converges to a real positive number,
∑∞

n=1 P{|X| > an} <∞ is

equivalent to E|X| <∞, and hence

a−1n ·n|EXI(|X|≤an)−EX|=a−1n ·n|EXI(|X|>an)|≤a−1n ·nE|X|I(|X| > an)→0.

Therefore, to prove (1.8), it is enough to prove that

∞∑
n=1

n−1P{ max
1≤m≤n

|Sm −mEX| > εan} <∞, ∀ ε > 0. (3.4)

But, (3.4) holds by the same method as in Theorem 1.2 of Bai et al. [2].

The proof of (1.8) ⇒ (1.7) is similar to that in Theorem 1.1, and so we

omit it. �
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4. An application

In this section, we give the convergence rate in the strong law of large num-

bers for identically distributed pairwise negatively quadrant dependent random

variables with the standard Cauchy distribution. Since the standard Cauchy dis-

tribution does not have finite moments of order greater than or equal to one, the

classical law of large numbers cannot be applied to this case.

Theorem 4.1. Let {X,Xn, n ≥ 1} be a sequence of identically distributed

pairwise negatively quadrant dependent random variables with the standard

Cauchy distribution. Let {an, n ≥ 1} be a sequence of positive real numbers

satisfying 0 < an/n ↑. Then the following statements are equivalent:

∞∑
n=1

a−1n <∞, (4.1)

∞∑
n=1

n−1P

{
max

1≤m≤n

∣∣∣ m∑
k=1

Xk

∣∣∣ > εan

}
<∞, ∀ ε > 0, (4.2)

a−1n

n∑
k=1

Xk → 0 a.s. (4.3)

Proof. Since X has the standard Cauchy distribution, we have that

EXI(|X| ≤ an) = 0. By Theorem 1.2, it remains to prove that (1.7) is equivalent

to (4.1). Since X has the standard Cauchy distribution, we obtain that

∞∑
n=1

P{|X| > an} =
2

π

∞∑
n=1

∫ ∞
an

1

(1 + x2)
dx.

Noting that 1/(2x2)≤1/(1+x2)≤1/x2 for x≥1, we have that
∑∞

n=1

∫∞
an

1
(1+x2)×

dx < ∞ is equivalent to
∑∞

n=1 a
−1
n < ∞. It follows that (1.7) is equivalent

to (4.1). �
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