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Structural stability and normal forms

of piecewise smooth vector fields on R3

By TIAGO DE CARVALHO (Bauru) and DURVAL JOSÉ TONON (Goiânia)

Abstract. The main goal of this paper is to exhibit normal forms of generic lo-

cally structurally stable piecewise smooth vector fields on R3. Besides, we construct the

homeomorphism that gives the topological equivalence between an element of a locally

structurally stable subset of piecewise smooth vector fields and its respective C0-normal

form.

1. Introduction

The overall goal of this work is to study some qualitative and geometric

aspects of piecewise smooth vector fields (PSVF’s for short) theory. PSVF’s is

a subject that has been developed at a very fast pace in recent years and it

has become certainly one of the most common frontiers between Mathematics

and Physics/Engineering. We consider vector fields expressible in the form ẋ =

Z(x) where x ∈ R3 is a state vector and Z is a smooth piecewise mapping.

The discontinuities are concentrated on a codimension-one submanifold Σ of R3.

Orbit-solutions on the switching manifold Σ are defined according to Filippov’s
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convention (see [8]). We point out that trajectories can be constrained to the

switching manifold, and this behavior is termed sliding.

Recently, a lot of papers, see [1], [2], [3], [4], [5], [9], [12] for example, exhibit

local C0-normal forms of PSVF’s and study some properties of them. We observe

that the term normal form is referring to a representative system taken as simple

as possible in each class. The use of such normal forms only makes sense if

they represent a whole class of PSVF’s presenting certain characteristics inherent

on its configuration. In order to prove that the normal forms used represent the

chosen class of PSVF’s it is necessary to build homeomorphisms that preserve the

dynamical properties of the vector fields involved. However, even if the definition

of bifurcation is based on breaking structural stability, as long as we know, just

in [1], [2], [3], [5], [9], [13] the authors effectively show how to construct the

homeomorphisms which lead to equivalences between planar PSVF’s presenting

some intrinsic properties and the chosen C0-normal forms.

Another important reference about normal forms and construction of ho-

meomorphisms involving PSVF’s on R3 is the pioneering book [8]. In fact, in the

present paper we revisited and improved the list of normal forms establish on it.

Moreover, some new ideas are considered and we proved that some of the cases

covered here are not predicted by the normal forms in [8] (see Subsections 4.4.1,

4.4.2 and 4.4.3). Furthermore, here we explicitly construct the equivalence bet-

ween the normal form and a PSVF that present the same topological structure.

We obtain 26 topological distinct normal forms (see Theorems B, C and D), and

present a set of PSVF’s that is structural stable (see Theorem A). We believe

that the construction of such homeomorphisms is a missing point in the litera-

ture about PSVF’s, particularly in R3, and we hope to fill this gap for a class of

codimension zero PSVF’s on R3.

The most relevant difference between our approach and that one showed in

[8] is that in [8] the author did not consider the tangencies of the trajectories of the

sliding vector fields with the boundaries of the sliding region (see Lemmas 2, 3 and

4). Besides, in an oppositive way that showed in [8], we avoid the case where the

PSVF has a double invisible tangency with Σ because, by some recent results (see

[6], [7], [10]), we get that this case is not structurally stable. In fact, the dynamics

of Z in this case can be chaotic [7], can presents non-trivial minimal sets (a cone

of periodic orbits) [6], reversibility [10] or even asymptotic stability [11].

The paper is organized as it follows: In Section 2 we give some definitions,

basic concepts and establish the notation. In Section 3 the main results are stated.

In Section 4 are discussed some auxiliary results that prove the main results.
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2. Basic theory

2.1. Piecewise smooth vector fields. Let Σ = h−1(0), where h is (a germ

of) a smooth function h : (R3, 0) → (R, 0) having 0 ∈ R as a regular value.

Designate by X
r the space of all germs of Cr-vector fields on R3 endowed with

the Cr-topology with r > 1 large enough for our purposes. Call Ωr = X
r × X

r

the space of all germs of vector fields Z defined in a neighborhood of the origin

in R3 such that

Z(q) =

{
X(q), if h(q) ≥ 0,

Y (q), if h(q) ≤ 0.

Let Σ+ = h−1((0,∞)) and Σ− = h−1((−∞, 0)). We will use the notation Z =

(X,Y ) and consider Ωr = X
r ×X

r endowed with the product topology. For each

X ∈ X
r we define

Xh(p) = 〈X(p),∇h(p)〉 and X ih(p) =
〈
X(p),∇X i−1h(p)

〉
, i ≥ 2

where 〈., .〉 is the canonical inner product in R3. We distinguish the following

regions on Σ, according to the Filippov’s convention, see [8]:

• Sewing Region: Σc = {p ∈ Σ; (Xh)(p)(Y h)(p) > 0}. Moreover, we denote

Σc+ = {p ∈ Σ; (Xh)(p) > 0, (Y h)(p) > 0} and Σc− = {p∈Σ; (Xh)(p) < 0,

(Y h)(p) < 0}.
• Sliding Region: Σs = {p ∈ Σ; (Xh)(p) < 0, (Y h)(p) > 0}.
• Escaping Region: Σe = {p ∈ Σ; (Xh)(p) > 0, (Y h)(p) < 0}.

Let O = Σs ∪ Σe ∪ Σc. It is well know that O is an open and dense subset of Σ.

In particular, observe that given p ∈ O then X(p) 6= 0 and Y (p) 6= 0. The sliding

vector field associated to Z ∈ Ωr is the vector field Z
Σ
tangent to Σs and defined

explicitly, at q ∈ Σs, by

Z
Σ
=

1

〈(Y −X),∇h〉 [〈Y,∇h〉X − 〈X,∇h〉Y ] =
Y hX −XhY

Y h−Xh
. (1)

The future orbit of Z
Σ
coincides with the future orbit of the vector field

ZΣ = Y hX −XhY, (2)

that will be called normalized sliding vector field. Note that ZΣ can be Cr-

extended to the boundary of Σs.

Definition 1. The flow of Z ∈ Ωr is obtained by the concatenation of flows

of X,Y and ZΣ.
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The concept of structural stability on Ωr is based on the following definition:

Definition 2. Two vector fields Z, Z̃ ∈ Ωr, defined in neighborhood U of

0 ∈ R3, are Σ-equivalent if there exists an orientation preserving homeomorphism

ξ : U → U that sends orbits of Z to orbits of Z̃, preserving Σ.

2.2. Singularities. The study of tangencies of trajectories of X,Y and ZΣ with

the boundary of Σ is central to understand the dynamic nearby the switching

manifold. In this way we say that p ∈ Σ is a:

• regular point of X ∈ X
r if Xh(p) 6= 0.

• fold point of X ∈ X
r if Xh(p) = 0 and X2h(p) 6= 0.

• cusp point of X ∈ X
r if Xh(p) = X2h(p) = 0, X3h(p) 6= 0 and

{dh(p), d(Xh)(p), d(X2h)(p)} is a linearly independent set.

• two-fold singularity of Z ∈ Ωr if Xh(p) = Y h(p) = 0, X2h(p) 6= 0 and

Y 2h(p) 6= 0 (i.e., p is a fold point of both X and Y ).

We say that p ∈ Σ is a Σ-regular point of Z ∈ Ωr if

(a) either p ∈ Σc ∪ Σe or

(b) p ∈ Σs and ZΣ(p) 6= 0 (i.e., p ∈ Σs and X(p) and Y (p) are not parallel).

The points of Σ which are not Σ-regular are called Σ-singular. We distinguish two

subsets in the set of Σ-singular points: Σt and Σp. Any p ∈ Σp is called a pseudo

equilibrium of Z and it is characterized by ZΣ(p) = 0. Any p ∈ Σt is called a

tangential singularity and is characterized by ZΣ(p) 6= 0 and (Xh(p))(Y h(p)) = 0

(in this case the trajectories of X or Y are tangent to Σ). Since SX = {p ∈ Σ;

Xh(p) = 0} is a codimension one set in Σ, we call it the fold curve of X (the

same for Y ). In this way, given Z = (X,Y ) we get Σt = SX ∪ SY .

In what follows, we will fix a system of coordinates such that h(x, y, z) = z

and the fold curves are given, implicitly, by SX = ξ−1

X (0) and SY = ξ−1

Y (0) where

ξX(x, y) = x and ξY (x, y) = y. So, we define the following subsets of Ωr:

• Ω1 = {Z ∈ Ωr; 0 is a regular point of both X and Y and either it is a

Σ-regular point or a hyperbolic pseudo equilibrium};
• Ω2 = {Z ∈ Ωr; 0 is a fold point of X and regular for Y };
• Ω3 = {Z ∈ Ωr; 0 is a cusp point of X and regular for Y };
• Ω4 = {Z ∈ Ωr; 0 is a two-fold singularity, the eigenvectors of DZΣ(0) are

transverse to SX and SY at 0 and 0 is a hyperbolic critical point of ZΣ}.
Let Ω0 = Ω1 ∪ Ω2 ∪ Ω3 ∪ Ω4. By [14], [17] and observing that the intrinsic

conditions involving the sets Ωi, i = 1, 2, 3, 4 are generic, we conclude that Ω0 is

an open and dense subset of Ωr. Note that the dynamic of Z ∈ Ω4 depends on
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the sign of X2h(0) and Y 2h(0), see Figure 1. Along this paper we consider the

following partition on Ω4:

(a) Parabolic case: either X2h(0) > 0 and Y 2h(0) > 0 (parabolic positive) or

X2h(0) < 0 and Y 2h(0) < 0 (parabolic negative), denoted by Ωp+
4 and Ωp−

4 ,

resp. We put Ωp
4 = Ωp+

4 ∪Ωp−
4 ;

(b) Hyperbolic case: X2h(0) > 0 and Y 2h(0) < 0. We denote this set by Ωh
4 ;

(c) Elliptic case: X2h(0) < 0 and Y 2h(0) > 0. We denote this set by Ωe
4.

SXSX SXSX

SYSY
SYSY

Z ∈ Ωp+
4 Z ∈ Ωp−

4 Z ∈ Ωe
4Z ∈ Ωh

4

Figure 1. The kinds of two-fold singularities.

When a two-fold singularity is elliptic it is also called T-Singularity (or

Teixeira-singularity) in the literature due to the pioneering work [15].

The following construction is given in [16]. Let Z = (X,Y ) ∈ Ωe
4. Applying

the Implicit Function Theorem, for each p ∈ (Σ, 0) there exists a smallest time

t(p) > 0 such that the orbit-solution t 7→ φX(t, p) of X through p meets Σ at

a point p̃ = φX(t(p), p). We define the positive half-return map associated to X

by γX : (R2, 0) → (R2, 0) where γX(p) = p̃. This map is a Cr-diffeomorphism

and satisfies: γ2
X = Id. Analogously, we define the positive half-return map

associated to Y by γY : (R2, 0) → (R2, 0). The positive first return map associated

to Z = (X,Y ) is given by ϕZ : (Σ, 0) → (Σ, 0), defined by the composition

ϕZ = γY ◦ γX . Analogously we define the negative half-return and the negati-

ve first return maps. Observe that we can change the order of γY and γX and

consequently we get another expression of ϕZ . However both expressions produce

the same results and we fix the first one.

Let us define the sign function by sgn(0)=0, sgn(x)= 1 if x> 0, sgn(x)= −1

if x < 0.

3. Main results

Given a PSVF Z, in our approach several ingredients and tools are used,

such as: the contact between a vector field and the boundary of a manifold, sl-

iding vector field, first return map associated to Z and the interaction between
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these ingredients. The main goal of this paper is to exhibit explicitly the homeo-

morphisms that relate a locally structurally stable PSVF in ΩS = Ω0\Ωe
4 with

its respectively normal form. We exclude the set Ωe
4 because its behavior can be

chaotic, see [7]. As consequence we obtain the main results of the paper:

Theorem A. If Z ∈ ΩS then Z is locally Σ-structurally stable.

The next result treats about the normal forms for the case where Z ∈ Ω1 ∪
Ω2 ∪ Ω3.

Theorem B. If Z ∈ Ω1 ∪ Ω2 ∪ Ω3 then Z is Σ-equivalent to one of the

following normal forms Z̃ = (X̃, Ỹ ), with:

(1) X̃ = (0, 0, ε1), Ỹ = (0, 0, ε1), since Z ∈ Ω1, Σ ≡ Σc, where ε1 = sgn(Xh(0));

(2) X̃ = (0, 1, ε1), Ỹ = (0, 1,−ε1), since Z ∈ Ω1, Σ ≡ Σs,e and 0 is a Σ-regular

point of Z, where ε1 = sgn(Xh(0));

(3) X̃ = (ax, by, ε1), Ỹ = (0, 0,−ε1), since Z ∈ Ω1, Σ ≡ Σs (resp., Σ ≡ Σe)

and 0 is a hyperbolic equilibrium of ZΣ (resp., (−Z)Σ) such that the distinct

eigenvalues a = λ1 and b = λ2 of DZΣ(0) (resp., D(−Z)Σ(0)) are real and

nonzero, where ε1 = sgn(Xh(0));

(4) X̃ = (ax, by, ε1), Ỹ = (−bx, ay,−ε1), since Z ∈ Ω1, Σ ≡ Σs (resp., Σ ≡ Σe)

and 0 is a hyperbolic focus of ZΣ (resp., (−Z)Σ), where a + ib = λ1, a −
ib = λ2 are the nonzero complex conjugate eigenvalues of DZΣ(0) (resp.,

D(−Z)Σ(0)) and ε1 = sgn(Xh(0));

(5) X̃ = (a, 0, x), Ỹ = (1, 0, b), since Z ∈ Ω2 where a = sgn(X2h(0)) and

b = sgn(Y h(0));

(6) X̃ = (a, 0, b(y + x2)), Ỹ = (1, 0, c), since Z ∈ Ω3 where a = sgn(X1(0)),

b = sgn(X3h(0)) and c = sgn(Y h(0)).

In the next theorem we treat the case where Z ∈ Ω4\Ωe
4 and ZΣ presents a

hyperbolic saddle singularity at the origin. So, given U ⊂ R3 a neighborhood of

the origin, we consider a box neighborhood of the origin Vε = Iε × Iε × Iε ⊂ U

where Iε = (−ε, ε) and ε > 0 is small. An important conclusion concerning this

case is the occurrence of tangencies p0, p1 and p2 between the trajectories of ZΣ

and the boundary of Vε ∩ Σ, given in Figures 2 and 3, according to the position

of eigenspaces E± generated by the eigenvectors of DZΣ(0), for more details see

Subsection 4.4. Moreover, changing the position of p1 and p2 it appear distinct

topological types of PSVF’s.
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(a) (b) (c) (d)

p0p0 p0 p0 p1p1 p1 p1

p2p2 p2
p2

Figure 2. Possible tangencies of ZΣ for the case E± ⊂ Σs
∪ Σe.

(a) (b) (c) (d)

p1p1p1p1
p2p2

p2p2

Figure 3. Possible tangencies of ZΣ for the case E+ ⊂ Σc, E− ⊂ Σs
∪ Σe.

Theorem C. If Z ∈ Ωp
4∪Ωh

4 and ZΣ presents a hyperbolic saddle singularity

at the origin then Z is Σ-equivalent to one of the following normal forms Z̃ =

(X̃, Ỹ ), with:

(1) X̃ = (1,−2, x), Ỹ = (−1, 1, y), since Z ∈ Ωp+
4 , E± ⊂ Σs∪Σe and p1, p2 ∈ Σs;

(2) X̃ = (−1, 2, x), Ỹ = (1,−1, y), since Z ∈ Ωp−
4 , E± ⊂ Σs∪Σe and p1, p2 ∈ Σs;

(3) X̃ = (−1,−2, x), Ỹ = (−1,−1, y), since Z ∈ Ωp−
4 and E± ⊂ Σc;

(4) X̃ = (1, 2, x), Ỹ = (1, 1, y), since Z ∈ Ωp+
4 and E± ⊂ Σc;

(5) X̃ = (1, 1/2, x), Ỹ = (−1,−1, y), since Z ∈ Ωh
4 , E+ ⊂ Σc, E− ⊂ Σs ∪Σe and

p1, p2 ∈ Σs;

(6) X̃ = (1,−1/2, x), Ỹ = (−1,−1, y), since Z ∈Ωh
4 , E+ ⊂ Σc, E− ⊂ Σs ∪ Σe,

p1 /∈ Σs and p2 ∈ Σs;

(7) X̃ = (1, 1/2, x), Ỹ = (1,−1, y), since Z ∈ Ωh
4 , E+ ⊂ Σc, E− ⊂ Σs ∪ Σe,

p1 ∈ Σs and p2 /∈ Σs;

(8) X̃ = (1,−1/2, x), Ỹ = (1,−1, y), since Z ∈ Ωh
4 , E+ ⊂ Σc, E− ⊂ Σs ∪Σe and

p1, p2 /∈ Σs;

In the next theorem we treat the case where Z ∈ Ω4\Ωe
4 and ZΣ presents a

hyperbolic non-degenerated node or focus at the origin.

Theorem D. If Z ∈ Ωp
4 ∪Ωh

4 then Z is Σ-equivalent to one of the following

normal forms Z̃ = (X̃, Ỹ ), with:

(1) X̃ = (1,−2, x), Ỹ = (−1, 1, y), since Z ∈ Ωp+
4 , ZΣ presents a hyperbolic

non-degenerated attractor node equilibrium at the origin and E± ⊂ Σs ∪Σe;
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(2) X̃ = (1,−1, x), Ỹ = (−2, 1, y), since Z ∈ Ωp+
4 , ZΣ presents a hyperbolic

non-degenerated repeller node equilibrium at the origin and E± ⊂ Σs ∪ Σe;

(3) X̃ = (1, 1, x), Ỹ = (2, 1, y), since Z ∈ Ωp+
4 , ZΣ presents a hyperbolic non-

degenerated attractor node equilibrium at the origin and E± ⊂ Σc;

(4) X̃ = (1, 2, x), Ỹ = (1, 1, y), since Z ∈ Ωp+
4 , ZΣ presents a hyperbolic non-

degenerated repeller node equilibrium at the origin and E± ⊂ Σc;

(5) X̃ = (−1, 1, x), Ỹ = (2,−1, y), since Z ∈ Ωp−
4 , ZΣ presents a hyperbolic non-

degenerated attractor node equilibrium at the origin and E− ⊂ Σc, E+ ⊂
Σs ∪ Σe;

(6) X̃ = (−1, 2, x), Ỹ = (1,−1, y), since Z ∈ Ωp−
4 , ZΣ presents a hyperbolic

non-degenerated repeller node equilibrium at the origin and E− ⊂ Σc, E+ ⊂
Σs ∪ Σe;

(7) X̃ = (1,−2, x), Ỹ = (1,−1, y), since Z ∈ Ωh
4 , Z

Σ presents a hyperbolic non-

degenerated attractor node equilibrium at the origin and E− ⊂ Σc, E+ ⊂
Σs ∪ Σe;

(8) X̃ = (1, 2, x), Ỹ = (−1,−1, y), since Z ∈ Ωh
4 , Z

Σ presents a hyperbolic non-

degenerated repeller node equilibrium at the origin and E− ⊂ Σc, E+ ⊂
Σs ∪ Σe;

(9) X̃ = (1,−2, x), Ỹ = (−1, 1, y), since Z ∈ Ωp+
4 , ZΣ presents a hyperbolic

non-degenerated attractor focus equilibrium at the origin;

(10) X̃ = (1,−1, x), Ỹ = (−2, 1, y), since Z ∈ Ωp+
4 , ZΣ presents a hyperbolic

non-degenerated repeller focus equilibrium at the origin;

(11) X̃ = (−1, 1, x), Ỹ = (2,−1, y), since Z ∈ Ωp−
4 , ZΣ presents a hyperbolic

non-degenerated attractor focus equilibrium at the origin;

(12) X̃ = (−1, 2, x), Ỹ = (1,−1, y), since Z ∈ Ωp−
4 , ZΣ presents a hyperbolic

non-degenerated repeller focus equilibrium at the origin;

The Theorem A is obtained as consequence of Theorems B, C and D. In fact,

consider two PSVF Z and Z presenting the same behavior near the origin, for

example, the origin is a fold-regular point for both. By Item 5 of Theorem B, we

get that Z and Z are Σ-equivalent to the normal form presented. Therefore, by

a composition of Σ-equivalences we conclude that Z and Z are Σ-equivalent. In

the same way, we obtain the structural stability for the other cases presented in

Theorem A.

Theorem B follows by Propositions 1, 2 and 3, Theorem C follows by Pro-

position 4 and Theorem D follows by Propositions 5 and 6 below.
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4. Structural Stability

Following the same approach of [1], [2], [5], [9], in this section we construct

explicitly the homeomorphism that conjugates a PSVF presenting some intrinsic

conditions and the respectively normal form. Consequently we prove the The-

orems A, B, C and D. In what follows, we consider U a neighborhood of the

origin.

4.1. Regular-regular Case.

Proposition 1. Items (1), (2), (3) and (4) of Theorem B are true.

Proof. In Item (1) we construct the homeomorphism by the composition

of the flows φX , φY , φX̃
and φ

Ỹ
. Consider p ∈ Σ+, by the Implicit Function

Theorem exists t(p) ∈ R such that φX(t(p), p) ∈ Σ. Let

ξ(p) =






φ
X̃
(−t(p), φX(t(p), p)), if p ∈ Σ+;

p, if p ∈ Σ;

φ
Ỹ
(−t(p), φY (t(p), p)), if p ∈ Σ−.

Observe that ξ is of class C0 and satisfies φ
Z̃
(t, ξ(p)) = ξ(φZ(t, p)).

In Item (2), since the origin is a regular point of Z̃Σ, by the Flow Box The-

orem there exists a homeomorphism ξ that locally conjugates the sliding vector

fields ZΣ and Z̃Σ on Σ. For points in U\Σ we extend the homeomorphism like

in the previous case. The required homeomorphism is expressed by

ξ(p) =






φ
X̃
(−t(p), ξ(φX(t(p), p))), if p ∈ Σ+;

ξ(p), if p ∈ Σ;

φ
Ỹ
(−t(p), ξ(φY (t(p), p))), if p ∈ Σ−.

In Items (3) and (4), the origin is a hyperbolic critical point of ZΣ and of Z̃Σ.

By the Hartman–Grobman Theorem there exists a homeomorphism ξ defined in

a neighborhood U ∩ Σ that conjugates ZΣ and Z̃Σ. For points in U\Σ we can

extend the homeomorphism like in the previous cases. �

4.2. Fold-regular Case. We remind that SX is given implicitly by ξX (ξ−1

X (0) =

SX), where ξX(x, y) = x.

Lemma 1. If Z ∈ Ω2 then ZΣ is transversal to SX at the origin.
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Proof. By (2) we get the expression of ZΣ(x, y) and the contact between ZΣ

and the boundary of Σs, at the origin, is given by 〈ZΣ(0),∇ξX(0)〉 = Y 3(0)X1(0)

6= 0. Therefore, we conclude that ZΣ is transversal to SX at the origin. �

Proposition 2. Item (5) of Theorem B is true.

Proof. Assume Y h(0) > 0 (the case Y h(0) < 0 is analogous). We have to

analyze two cases: (a) X2h(0) < 0 and (b) X2h(0) > 0, see Figure 4.

Σs Σs

Σc Σc

X X

Y YSX SX

Σ Σ

Case (a) Case (b)

Figure 4. Positive and negative fold-regular cases.

Case (a): let SX ∩ U , resp. S
X̃
∩ U be the fold curves of X , resp. X̃. Cons-

ider the homeomorphism ξ : U → U such that ξ(0) = 0. By the arc-length

parametrization, we identify SX and S
X̃
. So, ξ(SX) = S

X̃
. Given p ∈ Σs,

by Lemma 1, there exists t1(p) ∈ R with p1 = φZΣ(t1(p), p) ∈ SX . In this

case we define ξ(p) = φ
Z̃Σ(−t1(p), ξ(p1)) where ξ(p1) ∈ S

X̃
. For p ∈ Σc there

exists t2(p) > 0 such that p2 = φX(t2(p), p) ∈ Σs. In this case we define

ξ(p) = φ
X̃
(−t̃2(p), ξ(p2)) where ξ(p2) ∈ Σc and t̃2(p) > 0 is the smallest time

such that φ
X̃
(−t̃2(p), ξ(p2)) ∈ Σc. So, ξ(Σ) = Σ. Moreover, by arc-length para-

metrization ξ(Σ+) = Σ+.

If p ∈ Σ−, by Implicit Function Theorem, there exists t3(p) > 0 with p3 =

φY (t3(p), p) ∈ Σ. In this case we define ξ(p) = φ
X̃
(−t3(p), ξ(p3)) where ξ(p3) ∈ Σ.

This concludes the proof of this case.

Case (b): the curves SX and S
X̃

are composed by positive fold points. Define

the homeomorphism ξ : U → U at Σ
s
as in Case (a). For p ∈ Σc, consider the traj-

ectories of X in Σ−. So, there exists t4(p) < 0 such that p4 = φX(t4(p), p) ∈ Σs.

In this case we define ξ(p) = φ
X̃
(−t̃4(p), ξ(p4)) where ξ(p4) ∈ Σs and −t̃4(p) > 0

is the smallest time such that φ
X̃
(−t̃4(p), ξ(p4)) ∈ Σc. So, ξ(Σ) = Σ. Consider

Sρ
X = {p ∈ Σ+;Xh(p) = 0 and d(p, SX) = ρ},
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where d(p, SX) is the euclidian distance between p and SX . Consider p5 =

(x5, y5, z5) ∈ Sρ
X and p∗5 = (x∗

5, y
∗
5 , 0) ∈ SX such that y5 = y∗5 (if it is necessary,

we take a small neighborhood U1 ⊂ U). Define ξ(p5) = (ξ1(p
∗
5), ξ2(p

∗
5), ρ), where

ξ(p∗5) = (ξ1(p
∗
5), ξ2(p

∗
5), 0)∈S

X̃
. In this way, ξ(Sρ

X) = Sρ

X̃
= {(0, y, ρ); y ∈ R}∩U .

If p6 ∈ ([Σ− ∪ Σ+]\{Xh = 0}), by Implicit Function Theorem, there exists

t6(p6) ∈ R with either p7 = φY (t6(p6), p6)∈Σ or p7 =φX(t6(p6), p6)∈{Xh = 0}.
In this case we define either ξ(p6) = φ

Ỹ
(−t6(p6), ξ(p7)) where ξ(p7) ∈ Σ or

ξ(p) = φ
X̃
(−t6(p6), ξ(p7)) where ξ(p7) ∈ {X̃h = 0}.

Therefore, we define the required homeomorphism ξ : U → U that provides

the equivalence between Z and Z̃. �

4.3. Cusp-regular Case.

Proposition 3. Item (6) of Theorem B is true.

Proof. Given Z ∈ Ω3, as we done in the proof of Lemma 1 we get that ZΣ

is regular in a neighborhood of the origin. We suppose that Y h(0) > 0 (the case

Y h(0) < 0 is analogous). The analysis depends on the sign of X3h(0) and X1(0).

There are four cases to consider: (a) X3h(0)< 0, X1(0)< 0, (b) X3h(0) < 0,

X1(0) > 0, (c) X3h(0) > 0, X1(0) < 0 and (d) X3h(0) > 0, X1(0) > 0. In

Cases (a) and (b) the dynamic of Z is illustrated in Figure 5.

Sρ
X

Sρ
X

Y YY

X1(0) < 0 X1(0) > 0

SXSX

ΣΣ

Figure 5. Cusp-regular case when X3h(0) < 0.

Consider the Case (a) and take an homeomorphism ξ : U → U such that

ξ(0) = 0. Observe that each one of the fold curves SX and S
X̃

are decomposed in

two branches where the fold points are either positive or negative. We identify,

by arc-length parametrization the branch of SX where the fold points are positive

(resp., negative) and the branch of S
X̃

where the fold points are positive (resp.,

negative). So, ξ(SX) = S
X̃
.

Consider−→n ⊂ Σ a normal vector to SX at the cusp point, such that 〈−→n ,−→n 〉=1.

We define, see Figure 5, the set

Sρ
X = {p ∈ Σs; p = ρ−→n }.
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Given p ∈ Σs there exists two possibilities:

(1) there exists t1(p) ∈ R with p1 = φZΣ(t1(p), p) ∈ Sρ
X or

(2) there exists t1(p) ∈ R with p1 = φZΣ(t1(p), p) ∈ SX .

In the first case we define ξ(p1)= (0, ρ, 0)∈Sρ

X̃
. So, ξ(Sρ

X)=Sρ

X̃
= {(0, y, 0); y= ρ}.

In both cases we define: ξ(p) = φ
Z̃Σ(−t̃1(p), ξ(p1)) and we get ξ(Σs) = Σs.

If p2 ∈ Σc then there exists t2(p2) > 0 the smallest time such that p3 =

φX(t2(p2), p2) ∈ Σs. Let p̃3 = ξ(p3). So there exists, −t̃2(p̃3) > 0 the smallest

time such that p̃2 = φ
X̃
(−t̃2(p̃3), p̃3) ∈ Σc. We define ξ(p2) = p̃2 and so ξ(Σ) = Σ.

Note that given p4 ∈ U \Σ then there exists t4(p4) > 0 such that φX(t4(p4),

p4) ∈ Σ or φY (t4(p4), p4) ∈ Σ. Therefore, we extend the homeomorphism for all

neighborhood U like in the previous propositions. The constructions for the other

cases is similar and we omit. �

4.4. Two-fold Case. In this subsection we consider the case where the origin

is a fold point for both X and Y . The structural stability for this case has been

object of great interested in recent years (see [6], [7], [10], [11] among others).

Teixeira exhibited in [15] a family of PSVF’s Z = (X,Y ) presenting an elliptic

two-fold singularity at the origin that is not structurally stable. So, since the

purpose of this paper is to exhibit a subset of Ω4 composed by structurally stable

PSVF’s, we just consider Z ∈ Ωh
4 ∪ Ωp

4.

The curves SX and SY split the switching manifold in 4 regions: Σs, Σe, Σc+

and Σc−. The position of these regions depends on the sign ε1 and ε2 of Xh and

Y h, resp., see Figure 6. However, the topological structure in a neighborhood of

Σs

ΣsΣs

Σs Σc+

Σc+
Σc+

Σc+

Σc−

Σc−Σc−

Σc− Σe

ΣeΣe

Σe

ε1 = 1, ε2 = 1 ε1 = 1, ε2 = −1 ε1 = −1, ε2 = −1 ε1 = −1, ε2 = 1

Figure 6. Regions on Σ, according the sign of εi, i = 1, 2.

the origin will not change, only the position of the regions on Σ.

A necessary condition for Z ∈ Ωr be structurally stable in a neighborhood

of the origin is that the associated sliding vector field ZΣ is structurally stable.

In fact, according to the concept of structural stability, given in Definition 2, the

homeomorphism must preserve Σs ⊂ Σ and it sends orbits of Z|Σs = ZΣ to orbits

of Z̃|Σs = Z̃Σ. Therefore, if the topological type of Z|Σs changes then the same

holds for the topological type of Z.
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Considering the origin a hyperbolic singularity of ZΣ, by Hartman-Grobman

Theorem, we get the structurally stability of ZΣ in a neighborhood of the origin.

In this sense, it is enough to consider ZΣ given by its linearization

ZΣ(x, y) = (−cx+ ay,−dx+ by). (3)

By (2) the family of PSVF in Ωh
4 ∪ Ωp

4 realizing (3) can be taken as

Z(x, y, z) =

{
X(x, y, z) = (a, b, ε1x)

Y (x, y, z) = (c, d, ε2y)
(4)

where εi = ±1, i = 1, 2, X2h(0) = ε1a,XY h(0) = ε2b, Y Xh(0) = ε1c and

Y 2h(0) = ε2d. The signs of εi determinate the position of the regions on Σ,

see Figure 6, and the parameters a, b, c and d are determined according to the

possible dynamics of Z. Here we consider only the case presented in Figure 6 as

ε1 = ε2 = 1. For the other cases (i.e., distinct positions of the regions) we get

similar results.

The eigenvalues associated to ZΣ given by (3) are

λ± =
(b − c)±

√
∆

2
(5)

where ∆ = (b + c)2 − 4ad. The resp. eigenvectors are

v± = (v1±, v
2
±) =

(
b+ c∓

√
∆

2d
, 1

)
. (6)

Let E± be the eigenspaces of ZΣ generated by the eigenvectors v±, respectively.

Note that some choices on these parameters leads to centers and degenerated

nodes (when either ∆ = 0 or some eigenvalue is null). Excluding these non-stable

situations, we obtain the expressions of normal forms just in the cases where the

origin is a hyperbolic singularity of type: saddle, focus and a non-degenerated

node for ZΣ.

4.4.1. Saddle singularity. Consider now the case where the origin is a hyperbolic

saddle singularity of ZΣ where Z ∈ Ωp
4∪Ωh

4 . Note that the dynamic of Z depends

on the position of the eigenspaces E± of ZΣ, i.e., E± ⊂ Σs ∪ Σe, E± ⊂ Σc or

E+ ⊂ Σc, E− ⊂ Σs ∪ Σe. Considering (6) we get the position of the eigenspaces

according to the sign of d and b+ c, see Figure 7.

Notation 1. We denote the boundary of an arbitrary set A by ∂A.
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(a) (b) (c)

E± ⊂ Σs ∪ Σe E+ ⊂ Σc, E− ⊂ Σs ∪ Σe E± ⊂ Σc

Figure 7. Possible dynamics of ZΣ when the origin is a hyperbolic

saddle singularity.

Remember that Vε = Iε × Iε × Iε ⊂ U where Iε = (−ε, ε) with ε > 0 is a

small parameter and there are tangencies p1 and p2 between ZΣ and ∂(Vε ∩ Σ).

In order to study these contact we define the functions: ξ1(x, y) = x + ε and

ξ2(x, y) = y − ε.

Lemma 2. Consider Z ∈ Ωr such that ZΣ presents a hyperbolic saddle

singularity at the origin. Then the trajectories of ZΣ are tangent to the straight

lines y = ε and x = −ε at the points

p1 = (b/d, 1)ε and p2 = (−1,−c/a)ε. (7)

Proof. The existence of tangencies of ZΣ with the straight line y = ε (resp.,

x = −ε) at p1 (resp., p2), is given by the conditions:

ZΣξ2(p1) = 〈ZΣ(p1), ξ2(p1)〉 = 0 and 〈ZΣ(p1),∇ZΣξ2(p1)〉 6= 0 (8)

(resp., ZΣξ1(p2) = 〈ZΣ(p2), ξ1(p2)〉 = 0 and 〈ZΣ(p2),∇ZΣξ1(p2)〉 6= 0). (9)

Besides, these tangencies are invisible fold singularities of ZΣ. Considering the

expression of Z given in (4) we get that the tangencies of ZΣ are: p1 = (b/d, 1)ε

and p2 = (−1,−c/a)ε. �

Remark 1. When E± ⊂ Σs ∪ Σe, whose dynamic is presented in Figure 2,

there exists a persistent tangency p0 = (x0, y0) ∈ C for ZΣ, where C ⊂ Σs is the

cone bounded by E+∪E−∪∂(Vε∩Σ). When E+ ⊂ Σc and E− ⊂ Σs∪Σe, whose

dynamics is presented in Figure 3, the point p0 does not exists.

In next lemma we prove that the possible dynamics presented in cases (a),

(b) and (c) of Figure 2 do not occur.

Lemma 3. Consider Z ∈ Ωr such that ZΣ presents a hyperbolic saddle

singularity at the origin.

(1) If E± ⊂ Σs ∪Σe then p1, p2 ∈ Σs and Z ∈ Ωp
4. Besides, if d > 0 (d < 0) then

v1+ < v1− (v1+ > v1−), respectively.
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(2) The configuration E+ ⊂ Σs ∪ Σe and E− ⊂ Σc does not occur.

Proof. If the origin is a hyperbolic saddle singularity of ZΣ and E± ⊂
Σs ∪ Σe then 0 < ad < bc.

Suppose that d > 0 and p1, p2 /∈ Σs then by (7) we conclude b > 0 and c > 0,

which is a contradiction with E± ⊂ Σs∪Σe. If d < 0 and p1, p2 /∈ Σs we conclude

that b < 0 and c > 0. Which is a contraction with 0 < ad < bc. We get the same

contradictions with the cases p1 ∈ Σs, p2 /∈ Σs and p1 /∈ Σs, p2 ∈ Σs. Therefore,

the only realizable case is when p1, p2 ∈ Σs. The position of v+ and v− follows

by expression (6). This proves Item (1).

If the origin is a hyperbolic saddle singularity of ZΣ, E− ⊂ Σc and E+ ⊂
Σs ∪ Σe then d > 0 and a < 0. Which is a contraction with Z ∈ Ωh

4 ∪ Ωp
4. This

proves Item (2). �

In the next lemma consider pi, i = 0, 1, 2 the fold singularities of ZΣ, defined

in (7) and Remark 1, and p̃i, i = 0, 1, 2, the resp. fold singularities of Z̃Σ.

Lemma 4. If there exists ξ : (R3, 0) → (R3, 0) a Σ-equivalence between Z

and Z̃ then ξ(pi) = p̃i, i = 0, 1, 2.

In other words, Lemma 4 tell us that the tangential singularities of ZΣ are

preserved by Σ-equivalences.

Proof. In Figures 2 and 3 we get the possible dynamics of ZΣ. However, in

Lemma 3 we prove that the dynamics that really occur are only that presented in

Figures 7-(c), 2-(d) and in Figure 3 with E− ⊂ Σs ∪Σe and E+ ⊂ Σc. Therefore,

we have to prove that the dynamics presented in these figures are not Σ-equivalent.

We detail the proof for the dynamics given in Figure 3 (a) and (d). The proof for

the other cases is similar and we omit.

Consider Z and Z̃ presenting the dynamics of Figure 3 (a) and (d), res-

pectively. Let p− = E− ∩ ∂[Vε ∩ Σs], pX = (−ε, 0, 0) ∈ SY ∩ ∂Vε and pY =

(0, ε, 0) ∈ SX ∩ ∂Vε and the resp. points associated to the dynamic of Z̃, see

Figure 8. We define S+

X = SX ∩ {(x, y, 0); y > 0} and p̃3 ∈ ∂[Vε ∩ Σs] such that

φ
Z̃Σ(p̃3, t

∗) = p
Ỹ
. Note that there exists t∗ satisfying the last equality since p̃1 is

an invisible fold singularity for Z̃Σ. We have that φZΣ(S+

X)∩∂[Vε∩Σs] = (p−, pY )

and φ
Z̃Σ(S

+

X̃
) ∩ ∂[Vε ∩ Σs] = (p̃−, p̃3]. So, φZ̃Σ(ξ(S

+

X)) ∩ ∂[Vε ∩ Σs] = φ
Z̃Σ(S

+

X̃
) ∩

∂[Vε ∩ Σs] = (p̃−, p̃3] and ξ(φZΣ (S+

X) ∩ ∂[Vε ∩ Σ]) = ξ((p−, pY ]) = (p̃−, pỸ ).

However, (p̃−, p̃3] & (p̃−, pỸ ). Which is a contradiction with the hypothesis that

ξ is an equivalence between Z and Z̃. Therefore, we conclude that Z and Z̃ are

not Σ-equivalent. �
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p1

pX

p− pY

p2
p
X̃

p̃1p̃3p̃−

ξ

p
Ỹ

p̃2

Figure 8. The Σ-equivalence must preserve the fold points of ZΣ.

Proposition 4. Items (1),. . . ,(8) of Theorem C are true.

Proof. We detail the construction of the Σ-equivalence for the cases pre-

sented in Items (1) and (2) of Theorem C. The construction for the other cases

are similar and we omit.

Let us prove Item (1). We suppose that the origin is a hyperbolic saddle

singularity for ZΣ, the eigenspaces E± ⊂ Σs ∪ Σe and p1, p2 ∈ Σs. By (7) we

conclude that the origin is a parabolic two-fold singularity of Z = (X,Y ). Let

SX , SY , resp. SX̃
, S

Ỹ
be the fold curves of X , Y , resp. X̃ , Ỹ . Consider the ho-

meomorphism ξ : Vε → Vε such that ξ(0) = 0. By the arc-length parametrization,

we define ξ(SX) = S
X̃

and ξ(SY ) = S
Ỹ
. The eigenspaces E± and Ẽ±, in Vε, are

invariant by ZΣ and Z̃Σ, resp., so we identify ξ(E±) = Ẽ±.

Let p± = E± ∩ ∂[Vε ∩ Σs], pY = (−ε, 0, 0) ∈ SY ∩ ∂Vε and pX = (0, ε, 0) ∈
SX ∩ ∂Vε. Consider the segments [p0, p−], [pY , p2], [p1, pX ] ⊂ ∂[Vε ∩ Σ]. There

are similar segments [p̃0, p̃−], [pỸ , p̃2], [p̃1, pX̃ ] ⊂ ∂[Vε ∩ Σ], where p̃0 is a pers-

istent fold singularity of Z̃Σ, p̃1 = (−2, 1, 0)ε, p̃2 = (−1, 1, 0)ε, p̃− = ((−3 +√
5 )/2, 1, 0)ε, p

X̃
= (0, ε, 0) and p

Ỹ
= (−ε, 0, 0).

By arc length parametrization we extend ξ for these segments: ξ([p0, p−])

= [p̃0, p̃−], ξ([pY , p2]) = [p
Ỹ
, p̃2] and ξ([p1, pX ]) = [p̃1, pX̃ ]. Using the flows of ZΣ

and Z̃Σ we can extend ξ for all Σ
s
, as we done in Subsection 4.2.

In order to extend the homeomorphism ξ for Σc+, we consider a virtual

dynamics of ZΣ in Σc+. In fact, in (1) we defined ZΣ only in Σs, however by this

expression we can consider its dynamics in all neighborhood Σ∩Vε ⊂ (R2, 0). Of

course, outside of Σs this dynamic it is not realizable. Hence, we use the term

virtual dynamic of ZΣ.

The virtual dynamic of ZΣ in Σc+ is transient, i.e., given p ∈ Σc+ there

exists t(p) ∈ R such that φZΣ(t(p), p) ∈ SX . Therefore, we extend ξ for Σc+ by

the virtual flows of ZΣ and Z̃Σ in Σc+. Given p ∈ Σc− ∪Σe there exists t(p) ∈ R
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such that φY (t(p), p) ∈ Σc+ ∪ Σs. So, we extend ξ for all Σ and for Σ− by the

flows of Y and Ỹ .

In order to extend ξ for all Vε, it is enough define ξ in Σ+, repeating the same

procedure done in Subsection 4.2. Therefore, we get the Σ-equivalence between

Z and Z̃ = (X̃, Ỹ ), where X̃(x, y, z) = (1,−2, x) and Ỹ (x, y, z) = (−1, 1, y), with

(x, y, z) ∈ Vε.

Now, let us prove Item (2). We suppose that the origin is a parabolic two-

fold singularity of Z = (X,Y ), a hyperbolic saddle singularity for ZΣ and the

eigenspaces E± ⊂ Σc, see Figure 7. In this case, ZΣ has a transient behavior

in Σs. We define ξ(0) = 0 and ξ(SY ) = S
Ỹ
. Using the flows of ZΣ and Z̃Σ (in

Σs) we extend ξ for all Σs. Analogously to the previous case we can extend ξ for

Vε considering the virtual dynamic of ZΣ and the dynamics of X and Y . �

4.4.2. Node singularity. Consider now the case where the origin is a hyperbolic

node of ZΣ where Z ∈ Ωp
4 ∪ Ωh

4 . The dynamic of Z depends on the stability of

the node and, as in Subsection 4.4.1, of the position of eigenspaces E±. In this

way the dynamic of ZΣ is one of those illustrated in Figure 9. In next lemma

(1.a)

(2.a)

(3.a)

(1.b)

(2.b)

(3.b)

(1.c)

(2.c)

(3.c)

(1.d)

(2.d)

(3.d)

Figure 9. Possible arrangements of the eigenspaces of ZΣ when the

origin is a hyperbolic node.

we prove that the possible dynamics presented in cases (1.a), (1.d), (2.a), (2.b),

(2.c), (2.d), (3.b) and (3.d) of Figure 9 do not occur when the origin is a parabolic

positive two-fold singularity and cases (1.a), (1.b), (1.c), (1.d), (2.b), (2.c), (3.a),

(3.b), (3.c) and (3.d) do not occur when the origin is a parabolic negative two-fold

singularity.

We recall that ∆ = (b+ c)2 − 4ad, defined in (5).
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Lemma 5. Let the origin be a hyperbolic node of ZΣ where Z ∈ Ωp
4 ∪ Ωh

4 ,

it holds:

(1) The eigenspace associated to the eigenvalue of biggest modulus is E−, resp.

E+, when the node is attractor, resp. repeller.

(2) If the origin is a hyperbolic two-fold singularity then E− ⊂ Σc and E+ ⊂
Σs ∪ Σe.

(3) If the origin is a parabolic positive two-fold singularity, either

(3.a) the eigenspaces E± ⊂ Σs ∪ Σe and they are placed counterclockwise in

Σs ∪Σe; or

(3.b) E± ⊂ Σc and they are placed counterclockwise in Σc.

(4) If the origin is a parabolic negative two-fold singularity E+ ⊂ Σc and E− ⊂
Σs ∪ Σe.

Proof. Since the origin is a hyperbolic node, both eigenvalues λ± are real

and have the same sign, i.e., |b − c| >
√
∆ > 0. In this way, if b < c, resp. b > c,

then the node is attractor, resp. repeller, and the eigenspace associated to the

eigenvalue of biggest modulus is E−, resp. E+. This proves Item (1).

From the hypothesis, we get λ+λ− > 0 and ad > bc. When b > c, both

eigenvalues λ± are positive and the node is repeller. When b < c, both λ± are

negative and the node is attractor. Besides, considering the origin a hyperbolic

two-fold for Z, we get X2h(0) = a > 0 and Y 2h(0) = d < 0. Therefore, E+ ⊂
Σs ∪ Σe and E− ⊂ Σc. The local dynamic of ZΣ is presented in Figure 9 (2.b)

and (2.c). This proves Item (2).

Now we prove Items (3) and (4). Considering the expression (6), we get

v1+ < v1− when d > 0 and v1+ > v1− when d < 0. Moreover, v1+v
1
− = ((b + c)2 −

∆)/(4d2). So, (b + c)2 − ∆ > 0, resp. < 0, when v1+ and v1− have the same

sign, resp. opposite sign. Taking, without loss of generality, d = 1 in (6) we get

that (b + c)2 < ∆ = (b + c)2 − 4a does not holds because a > 0. Analogously,

taking d = −1 in (6) we get that (b + c)2 > ∆ = (b + c)2 + 4a does not holds

because a < 0. Therefore, Item (3.a) holds when v1− < 0 and, consequently,

2(v1+ + v1−) = (b + c)/d < 0. Item (3.b) holds when 0 < v1+ and, consequently,

2(v1+ + v1−) = (b + c)/d > 0. Item (4) holds when v1− < 0 < v1+. �

Proposition 5. Items (1),. . . ,(8) of Theorem D are true.

Proof. The construction of the Σ-equivalence in these cases are analogous

to that ones in Proposition 4 considering the virtual dynamic of ZΣ, the dynamic

of X and Y . �
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4.4.3. Focus singularity. Consider now the case where the origin is a hyperbolic

focus of ZΣ where Z ∈ Ωp
4 ∪ Ωh

4 . Note that the dynamic of Z depends on the

orientation of ZΣ and on the sense that the trajectories of ZΣ encircle the origin,

see Figure 10.

ΣΣ

Figure 10. The trajectories of ZΣ can encircle the origin either clock-

wise or counterclockwise.

Proposition 6. Items (9),. . . ,(12) of Theorem D are true.

Proof. Since the imaginary part of the eigenvalues are non null and ∆<0,

we get that (b+ c)2 < 4ad and therefore, the origin is a parabolic two-fold singu-

larity of Z. In this way, according to the sign of the real and the imaginary parts

of the eigenvalues, we conclude that (b − c) < 0 when 0 is an attractor focus,

(b− c) > 0 when 0 is a repeller focus, a < 0 when the trajectories of ZΣ surround

0 in the clockwise direction and a > 0 when the trajectories of ZΣ surround 0 in

the counterclockwise direction.

We can define the Σ-equivalence between Z and Z̃ following the proof of

Proposition 4 considering the virtual dynamic of ZΣ, the dynamic ofX and Y . �
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