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Remarks on the size of L(l,z).
By P. T. BATEMAN, S. CHowLA and P. ERDOS in Princeton, New Jersey, U. S. A.

§ 1. Introduction.

In this paper we consider the value of the Dirichlet L(s,x) functions
at s= 1, being a non-principal residue-character and L(s, z) being defined
for R(s)>0 by

o

L= 0.

n"
(For the basic properties of residue-charakters and L-functions see LANDAU
[1,4]). It is known®) that if k is the modulus of x, then

(M Cek*<|L(1,7)|<log &,
where ¢ is any positive number and C. is a positive number depending
only upon e.

It is obviously of interest on the other hand fo obtain results showing
that |L(1,2)| actually can be smail or large relative to k. It is known (cf.
CHowLA [3, 4]) that for any positive & there are infinitely many real primi-
tive x satisfying any one of the folloving four pairs of conditions®) (y is EULER’s
constant):

(2) L(1,2)>(1—¢) e loglogk, z(—1)==1;
14+ .
3) L0 < gave Baiog ' A0 =1;
(4) L(1,X)>(1 —¢) e’ loglogk, x(—1)=—1;
(5) L, gy et it (—1)=—1.

6n*e? loglog k ’ '

1) For the proof of the left-hand inequality of (1) for real primitive y see SiEGEL
[1], Laxpav [5], HEiLBroxN [1], Coowra [5], and EsTermMaAxN [1). The extension to any
real non-principal y is immediate. For complex y see Laxpau [2]. The right-hand side
of (1) is proved trivially by partial summation; cf. §9 below. Of course the extended
Riexany hypothesis gives much stronger results than (1); cf. LirTLewoop [1].

?) If 4 is a real non principal character, L(1,%) is positive. Actually CrmowwrA pro-
ved only (2) and (3) explicitly, but (4) and (5) can be obtained merely by replacing

(Saf;—l-bJ -Ba;—}-_b)' b

wherever it occurs in either of CaowLA’s two papers by [

m
] wherever it occurs by (________]

( m
8an-+b 8an—b
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Now the only real primitive (non-principal) characters x (n) are given
for positive n by the KRONECKER symbol =1 where d is a fundamental dis-

crininant (cf. WALFisz [1]). Thus if we put
L,(s)= Z (%)% (ER(S) >0, (%) the Kronecker symbol ),
n=1 !
statements (2)--(5) may be wiitten as follows:
If d runs through positive fundamental discriminants,

, = _Ly(1)
(2) dlf.nl loglogd =4
3 1
® i (oo ) .05 g

if d vuns through negative fundamental discriminants,
— L;(1)

j —_— >
@) a.l.lglm loglog |d| s
- = 1

The statements (2)—(5) or (2')—(5’) say nothing about the nature of
the modulus & or |d|. We shall prove in this paper that statements similar
to these can still be made if we restrict the modulus to be prime. (The
results are poorer by the numerical factor 18). If ¢ is a prime congruent to
1 modulo 4, then ¢ is a fundamental discriminant and the Kronecker sym-

bol [%] is the same as the Legendre symbol [T';-), so that
w(n)1
L= (5)
If ¢ is a prime congruent fo 3 modulo 4, then —¢ is a fundamental discri-

minant and the Kronecker symbol (:&_Q) is the same as the Legendre symbol

(i] , so that
q

Qur resuits are as follows:

Ry [3-)i.

Theorem 1. If q runs through the primes congrueni to | moaulo 4 then

ccpfhs B
5 1% Toglogg — 4o loglogg — 18
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B)  lim (loglog q) L, (1) =lim (loglogg) Z (;‘]‘?5 18

7> qrwm 6n2er

If q runs throught the primes congruent to 3 modulo 4, then

@ 1
Z(—"—]——
—" L-q( ) n=1 Q n . &
© :—E«la loglog g QILT, loglog q g
D lim (loglogq) L_, (1) =lim (logl By Lo - AR
(D) g-l:t(ogogQ) 2 (1) i (Ogogq)Z( ) S=—=77

On the other side we give the following upper estimate for L (1, x) for
any non-principal gz, which is an improvement on the right-hand inequality
in (1) for those k¥ which have many distinct small prime factors (here ¢ (k)
denotes Euler’s function):

Theorem 2. If z is any non-principal characler, modulo k, then

log 64 ¢ (k) 10«;:(!:)
L1, x)l<(1+ logﬁ) : logk+1.

Further, if € is a small positive number, then for k sufficiently large

Ic+l<

1 9 (k) 5 ¢ (k)
[L(1, %)< (—2—+eﬂog 2+e)—k-—logk<2— 5 log k.

The proof of Theorem 2 is rather simple. Theorem 1 requires a gene-
ralization by RENvI [2, 3] of the large sieve of LINNIK and the work of PAGE
[1] on primes in arithmetic progressions. The factor 18 in Theorem 1 could
be improved to 4 by using stronger results (see the remarks at the end of
§ 7), but a factor greater than 1 definitely enters because of the limitations
of the sieving method.

BATEMAN and CHOWLA [1] have remarked that (4) or (4’) implies the
following Q-result for the summatory function of a real primitive character
(a slightly stronger form of the £ -result of PALEY [1]): If

sim=3(4), 4= LAY

then if d runs through negative fundamenial discriminants

—"“"‘ Ad ~ 8?
. [d*Toglog [d] =
(This is an immediate consequence of the formula
1 |d] m d d
=3 3 (4) M,

4 |d| m=1m=1\ 1

which holds for d a negative fundamental discriminant. Cf. LANDAU [4, Satz
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217]). We now remark that similarly part (C) of Theorem 1 implies that if
g runs through the primes congruent to 3 modulo 4 then
— A ¢’

- =l | -
ql!..r: g"”loglogg™— 18 =

v

Consequently for ¢ a prime (and (—E—) the Legendre symbol)

max > ( g ] = 2, (¢" loglog g),

m n=l
a result previously proved by CHowLA [1] only under the assumption of the
extended Riemann hypothesis.

PROOF OF THEOREM 1.
§ 2. Necessary lemmas,

We shall nced the following lemmas. The letter p always runs over the
prime numbers with limitations as specified.

Lemma 1. (REnyI [2, Theorem 3] and RENyI [3, Theorem 3]). Suppose
we have a sequence of Z integers nm,<n,<...<n; =N. Let f(p) and Q (p) be
two arbitrary arithmetical functions with 0< f(p) = p and 1 <Q (p). Put

min m=z, max Q(p)=Q.

pq;_;.N'f: p{-é-b'lfl

If Z (p,h) denotes the number of integers of the sequence n, (j=1,2,... 2)
which are congruent to h modulo p, then we have for every prime number
p<-%N"", except possibly for at most 9NQ?*/(Zz) abnormal primes, and for
every residue h modulo p, except possibly for at most f (p) irregular residues,

the relation _
' Z &
| i ANTIOR

In the application of Lemma 1 we shall refer to the primes p as the
“sieving primes”.

Lemma 2. (PAGE [1,pp.128 and 135)). There exist absolute positive
constants a and b with the following property. If u is a positive integer there
is at most one real primitive character with modulus not exceeding u such
that the associated L-function has a real zero greater than 1 — a/(log u).
If k, is the modulus of this character (if it exists) and if k does not exceed
u and is not a multiple of k,, then for m=exp (log u)® and (I,k)=1we have

1 < 1 m
i = P —
pém,pg(modk} o(k)i=2 logn T (ebr“’ﬂ”‘ ]
where the constant implied by the O-symbol is an absolute one.
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Lemma 3. /n Lemma 2 a given real primitive characler can be ex-
ceptional with respect to at most finitely many positive integers u. Also, if
(as in Lemma 2) k=u, k, ¥ k, m=exp (logu)’, and (I, k) =1, then

: ! 1 I
oy Cia -5tV iogm
p=myp=I(modk) P @ (k) ,g; nlogn + Cix+0(e )

where C, . is a number depending only upon | and k and where the constant
implied by the O-symbol is an absolute one.

The first part of Lemma 3 is clear. To prove the second part we assume
that m is integral and put

1 % 1
g(m)_pgm.é(modk)}_ ¢ (k) 25v=m logn '
W Mg S, Jew.

h(m)=

A

1
p=m,p=i(modk) p (k) 2<w=m nlogn
Then

h(m):;‘ﬂg(n)"f("“l)zz: g(n) g(m) .

Since g(n)=0 (ne-*V'9&") for n=m, we may write

S . g(n) | g(m)
h(m)_.;én(n+l) n;‘;ln(n+l)+ m+1

= ;Efﬁl‘ﬂ'i_o (/ log m e-*Viogm)

+0 (e y*Viogm),

8
rq
—_~
-
—

n=2 (n + ])
This proves Lemma 3.

§ 3. Outline of the proof.

We shall give in detail the proof of (A) and shall indicate what changes
are necessary in order to prove the other parts of Theorem 1.

It suffices to show that for every large positive integer x there exists
a prime ¢ not exceeding x and congruent to 1 modulo 4 such that

(6) log L (1)=logloglog x+ y—log 18 40(1).
(In the proof of Theorem 1 the notation 0 is with respect to x tending
to infinity, statements made shall be understood to be accompanied by the
phrase ,for large x“, and the constants implied by the O-symbol are absolute
ones). To prove (6) we shall define a certain set =& (x) of primes ¢ (con-
gruent to 1 modulo 4) not exceeding x and shall prove that

0] élogL,(l)Z_:Slog log log x + S (¥ —log 18) +0 (S),
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where S=S(x) is the number of primes in S. (In general the quantities
infroduced in the course of the proof of Theorem 1 will depend upon x,
unless otherwise specified).

The set € is defined as follows. Consider the odd primes p,, p,...,P..
not exceeding

@®) y=_1logx
(loglog x)*
Put M=8p,p,...p, and consider the moduli
M M M M
©))

Vo "Bt "
Each of the moduli (9) is not greater than

1

=
and their greatest common divisor is 8. (Here 6(y) denotes the sum of the
|ogarithms of the primes not exceeding y). Now we apply Lemma 2 with
u=/[e'"8=] and m=x. By Lemma 3 the corresponding exceptional modulus
k, of Lemma 2 tends to infinity with x (if it exists) and so (if it exists) is
greater®) than 8 for large x. Hence at least one of the moduli (9) is not
a multiple of k,. Suppose k=M/p, is the smallest such modulus, that is, the
first in the order in which the moduli are written in (9). (If &, does not
exist, p,=p,.). Since if k, exists,

. M M
P Pria’

we see that k|(p,...p,) and so p, tends infinity with x (It can be proved
that 1/p,=o(1/loglog x), but this is not needed). We have

M:%eﬂ(v}zeywm < eV og=

k, ok

(IO) :E@- =8p1"‘pr—-lpr+l"'pm' k:e’+°u)'

r

If ({,k)==1 we know by Lemma 2 that

1 - 1 x
{an F;’-’x,p;l"(modk) l_tp(k) “~ logn +0( etViogz ).

We define a residue / modulo & in the following way. Suppose g; is a certain
quadratic residue modulo p;, (I1=i=m, iZ=r). We define I by

(12) [=1(mod 8), I=g, (mod p,) (1<i=m, t=r).
%) As a matter of fact it is easy to see that the L-functions corresponding to real

primitive characters with modulus not exceeding 8 have no positive real zero, so that
k; is always greater than 8. Cf. Cmowra [2] and Rosser [3].
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Now of the primes congruent to ! modulo & and not exceeding x there is
by Lemma 2 (with u==x) at most one prime g, such that the corresponding

L-function

Zla)w

n=1 \go) *
has a real zeio gieater than 1--af(logx). For our se« © of primes we now
take those primes ¢ such that

(13) g=I(mod k), [x=g=x, g+gq,.
By (11) the number S of primes in € satisfies

(14) a5l +o(-*’i;-).

¢{k) n=2 lOg n ebV!Dgx

Since by (8) and (10) e Yioe= is of larger order of magnitude than k log x,
(14) impiies in particular

Now, since the product formula for the L(s,z) functions holds for s==
for non-principal x (cf. L*NDAU [1, § 109]), we have

log L,(1)=— 2;108 l—(%]%l .

Hence for ¢ in © we have (using (12), (13), and the quadratic reciprocity law)

(16) log L,(1)=— > log,‘——‘-"’g!‘—[“) P, ,§,‘°g '""( )pl

P=Y,pEp, q
1
ol

z_gjlog(l———)+0( )4‘;,:,[ )

Now by a theorem of MERTENS (cf. LANDAU [1, § 36])

1
17 — 2. lo [1——-) -log lo O( )
(17) 2 log glogy +7+ 0|30
tond 2 ] IS LA
= log (? log log x — log log logx’ +r+ O(iog jog x)
. e log log logx)
=log log log x — log 2 +7+O(“logmlogx
Combining (16) and (17) gives
(18) logL,(l)mIogloglogx+y—10g2+2(ﬂ] -
=>y\q/) P

91 Iogloglogx]
O(p,]-l_ O[ loglogx )°
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Thus
(19) logL, (1)=Slogloglogx+S(y —log2)+ R+0(S),

g€,

L}

[{

where

p) 1
- azlo)E
€ py\q /) P

To prove (7) from (19) we must consider how the double sum R behaves
for large x. We split the sum into four parts R, R, R,, R, according as the
summation over p is extended over the following intervals respectively:

1
Lty <pé?x'!"
L3
2
I;: (2x)* < p=<exp (log x) 2+2

‘(2: x1p<p£(2x)3’
I,: exp(logx)*¥ <p.

Here J can be any positive number, which for convenience we take less than
3 In the four subsequent sections we shall show that

(20) R, =0(S),
(21) |R) < Slog9+0(S),
(22) , =0(S),
(23) R, —0(S).

These estimates give :
|R|==|R,+ R;+ R+ R.,!< Slog9+40(S).
Thus, in view of (19), we get (7) and thus part (A) of Theorem 1.

The estimation of R, is trivial, while R, is estimated rather simply by
means of PAGE’s theorem (Lemma 2). For R, we use RENYI’s theorem (Lemma 1)
with the primes p in /, as the sieving primes, while for R; we use RENYI’s
theorem with the primes g in € as the sieving primes.

For the proof of (B) we must replace the condition /==1 (mod 8) in
(12) by =5 (mod 8) and the condition that g, be a quadratic residue
modulo p, by the condition that it be a quadratic non-residue. For (C) we
would need /=7 (mod 8) and —g, a quadratic residue modulo p,, while for
(D) we would have /=3 (mod 8) and —g, a quadratic non-residue modulo
p. Also for (C) and (D) the quadratic reciprocity law [§)=(%] which we
used in (16) above and which we shall use in (24) below must of course

be replaced by (%}:(-}g)



Remarks on the size of L(1, ). 173

Further for (B) and (D) we must replace (17) by

_Zlog(l—l- ] Zlog(l-——] ZIOg[I~——_]=

PSYy P=Yy
—-Zlog(l——] J-log = 8 -;—Zlog(l——)
P=y =y
e o n® log loglog x
= — loglog log x - log 2 y+log 6 +O( log iog X ]

§ 4. Estimation of R,.

We use Lemma 1 with the primes g of € as the integers m,,...,n, and
the primes p in /, as the sieving primes. Then Z=3S§ and N=x. We take
f(p)=p(logp)~*and Q (p) = (log p)>. Now by the quadratic reciprocity law

(24) R=3 > (2] =315 (L),

qQES pel; rely P qes

We use 2’ to denote summation over the normal primes p and 2* to denote
summation over the abnormal primes p. Thus

(25) R=313(2) >+ l5(1).

vesy P ges per, P

First we consider the normal primes,p. If we denote by S(p,h) the
number of elements of € which are congruent to 2 modulo p, then

5(8)-S (s

&\p)
By Lemma 1 if p is normal we have

(26) ls(""')" } ST

except for at most f(p) irregular residues 7 modulo p. For p normal we use
3’ to denote summation over the regular residues # modulo p (that is, those
for which (26) holds) and 2* to denote summation over the irregular residues
h moaulo p (other than the residue zero). Now for the total number of ¢
in © which fall into regular residue classes modulo the normal prime p we
have by (26)

2'S.hyz le pQ(p)za{p f(p)}lp Jm::'ur:')tg
f(p) S
s f: QW

Hence for the total number of ¢ which fall into irregular residue classes
modulo the normal prime p we have
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1) Z S(p,h)=S R < 7

Thus for p normal we have by (26) and (27)

3 2sonl- S B s3]l

' o* S
5? m+% | s+ 5 <

S f(p) S S .48
Q(p) e p +Q(p) ) p  (log p)’

-
Thus

1 ‘_

(28) 5 ()50

o)

5,;:. p(logp)*' p:-yp(logp)“ ((logy) ) [(log log x)°)"
Now we consider the abnormal p. If we put

Viogx

Iog log x

we claim first that there can be at most one abnormal prime not exceeding
e’. For (with k as in §3) consider the moduli pk for the primes p in the
interval y<p=e*. By (10) we have

pkgesi-ofx) <e }TéE-;
for large x. Since k is not a multiple of the basic exceptional modulus k,
(with respect to u=/[e/0g=]), it follows that pk can be a multiple of &, for
at most one p in the interval y<p=e*. Hence for any p in this interval

except possibly one, and for any residue 2 modulo p prime to p, we have
(by (13), Lemma 2, (14), (15), (10), and (8))

S(p,h)= 1= 14 0(Vx) =
(p.) qea.q-—zh(modr) vsz,qzlsmogl‘.q’:‘h(mod?) + (Vx)

=(p—ll)qﬂ(k)2 jogn T {ebVJtLTzl)=pil *® O(";ﬁﬁi):

=yloglogx,

n=2
_§_ S So(k)log x S S ____§_ —§_ i .
—— +O( )+O( alogx ) +O(p)+O{f”'”’ﬁ;ﬁ';]_p—’-otps]

Thus for any p but one in the interval y<p=e* and for any residue & prime

to p we have (for x large)
S
S(p,h | .
} D= < p(iogpy
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Thus except for one prime p, all primes p in the interval y <p=e* are normal,
(Actually the primes p in this interval other than p, have no non-zero irregular
residues).
With this information the abnormal primes are easily settied. By Lemma
1 the total number of abnormal primes p does not exceed
9x(logx)"* -
Stog s — | 1 H0() | 99 () (tog x)"
Since, aside from p,, all the abnormal primes are greater than e, we have
for the sum over the abnormal primes .

@ |Zmr& ,',, lﬁs,zuﬁﬁpf'o( (k) (log)" = )
25 ol h ) ofs).

Finally (25), (28), and (29) give (20).

§ 5. Estimation of R,.

Actually the estimation of R, is effected by estimating for each g in &
separatety and then multiplying by S. Thus we could have made the appropriate
estimate already in (18) before summing over g. A similar remark is true
for R,.

By another asymptotic formula of MERTENS (cf. LANDAU [1,§36]) we have

2hle, 2

peW\TIPL L ohcrsaar

i3 Iogx+log2] ( 1 ) (
---logQ—{—lcog(logx___logB + 0 Togx log9+40
Thus

= loglog (2x)* — log log ( ] ks (logx]

.4
p

logx]

| S
)F|<Sl°gg+o(logx)’

Pih

which proves (21).

§ 6. Estimation of R,.

We divide the interval /; into intervals /, of the form
Jit t<p=teloen™

Clearly the number of such intervals needed to fill out /; is less than
(log x) "+29<(log x)*. In each interval /, we use Lemma 1 with the primes p
in J, as the integers n,,...,n, and the primes ¢ of © as the sieving primes.
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This is possible, since x=<#'s by the definition of /;. We note in advance
that if Z, is the number of primes p in /,, then

;‘ L ) £ elloga)~* _ t+o{ t )_

Z,= t<nzte 8D logn + Viogt log t W P
t t

= {logt)tiogxy + ¢ ((_logr)_uo' gx‘w]'

To estimate
g] 1

we first replace 1/, by '/, before applying the large sieve. By (30) the error
made in doing this is

o 2R 2[R B e {)-

Z 5
=220 [(bgrx)) O(r(logx)] ( }

We now apply the large sieve to estimate

1 (D]
t qEZG pen\ q
in the manner outlined above. Thus, in Lemma 1,Z= 2, and N={ellog ).

We take f(¢) =¢ (logg)™ and Q(q9)={(logq)". Asin § 4 we use 2’to denote
summation over the normal ¢ and 2* to denote summation over the abnormal
¢, and for a normal ¢ we use =’ to denote summation over the regular residues
J modulo ¢ and =* to denote summation over the irregular residues j modulo
g (other than the residue zero).

The abnormal primes g are easily disposed of. In fact since log ¢
= (log x)?>*+2% < (log x)°, the number of abnormal ¢ does not exceed

t(logt)° | . [t(logx)*
of Z.(logn-*)_-o( 5).

Hence for the sum over the abnormal ¢ we have

+20 3 (&) |- 0w ~o(-).

9e€ peJi
Suppose we denote by Z,(¢,/) the number of p in J, which are con-
gruent to j modulo ¢. Then if ¢ is normal we have for the total number of
p in J, which fall into regular residue classes modulo ¢

(32)

S ) Z, A
Fzen=3 ¢ 35et
fl9g  _Z,_
;"{q"ﬂ‘mj thq)tEZ 470 "9
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Hence for the total number of pin /, which fall into irregular residue classes
modulo a normal ¢ we have

N & f(q) Zs
% Z@N=Z=+ i

Thus if ¢ is normal

q

- S 5zl S ) 0- 2]

PeJi '

: f@ . z g
quQ@ﬁZ ’ Z@n+3 !‘sczm*z g T /9=
4Z, 47, 128 Z,

~Tog gy (log[x)® — (logx)"
Hence by (30)

(33) Té ,Zh‘:* (?) ‘ = t(logx)* O((log x)“) i
Thus by (31), (32), and (33) we have
P AR _S_)
= ,%(q] ; _O[(logx>“ :

Since there are less than (log x)® intervals J, in /;, we have finally

BE o 3 A e (__S )
r=2 555 =olwsw)
which proves (22).

§ 7. Estimation of R, and concluding remarks.

Suppose v and w are integers such that
exp (logx)**? sv=w

and suppose ¢ € S. Now by (13) g=x and ¢ +¢,; therefore by Lemma 3
with u=x and m=v,w we have

Z ()5 A7
v<pmw P =1\ 4 )p=;imodgpe<p=sw P

=Z( )“_ ; mgn +0(e-%””¥3)l=0(qe—%-°mi"-).

(ﬁ)i= 0 (x e—3 00g 21 +8) — O (e-198%) = O 9.
p>exp Uogz)2+20\ 4/ P
D 12
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Thus
- E]_‘_ — o(ﬁ]
- ‘lﬁ% P>exp§¢)2+26(q P z)"

which proves (23). This completes the proof of Theorem 1.

The reduction of the numerical factor 18 in Theorem 1 to the factor 4
(the possibility of which we mentioned in the introduction) would be effected
as follows. Firstly, by using the results of Roposskii [1] we could replace
the definition of y given in (8) by y=(log x)!-¢, where € is an arbitrarily
small positive number. This procedure would replace the term (—log 2) in
(17) by log (1— €) and thus improve our final resuits by a factor 2. Secondly
we could replace Lemma 1 by another form of RENYI’'s generalized large sieve
in which the range of the sieving primes extends to /N at the expense of
a relatively harmless increase in the upper bound for the number of abnormal
primes to 37N?Q*[(22%s"). (This is stated in RENYI [2] to be a consequence
of the method used in Chapter 2 of RENnvi [1]. We have used the form of
the large sieve given in Lemma 1 because it is proved explicitly in both
RENY! [2] and Rényr [3]). This alternative version of the large sieve would
enable us to change the limits of /, to J/x and x* respectively and thus (21)
would be replaced by |R;| < Slog4--0(S); this procedure would improve our
final results by a factor of 9/4.

PROOF OF THEOREM 2,
§ 8. Necessary Lemmas.

Lemma 4. For k a positive integer greater than 1 let ¢(x,k) denote
the number of positive integers not exceeding x and relatively prime to k. Then

¢(x,k) > xiiﬂ

<20®-1

where w(k) is the number of distinct prime divisors of k.
Proof. By a familiar theorem of Legendre

(80— gl (3]

where w is the MOBIUS function and the sum extends over all the divisors
of k. Hence

SRR e Lf‘l—¢(x,k)< D o ¥
N - alk,p(@=-1 djk,m(d@)=1
oW since

%‘#(d)=0,é‘lﬂ(d)l=2“‘“’,
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we have

> 1 —200-1,
|k, d)_! a}x I _-1

This proves the lemma.

Lemma 5. Let p, denote the n** prime and 6(x) the sum of the
logarithms of the primes not exceeding x. Then as r tends to infinity

r

)

={l+o(l)}e,

while for r any positive integer
r 6

(i3]

equality occurring only for r=2.

Proof. The first part of the lemma follows immediately from the theorem
of MERTENS referred to earlier (cf. LANDAU [1,§ 36) and the pnme number
theorem:

r

—(1+0(} BB (1o (1) er

o) [ (1-7) '

The second part of the lemma may easily be checked for r < 15. For r=15
we proceed as follows. ROSSER [1] has proved that

logr!Z(I-—-;}—]

_increase$ with r. Hence for r=15 we have

r 15
logr]_]l(l —;:—)alog 15 g[l-—-}—:—) > 0.3755.

Also by Theorems 5, 7, 23, 29 of ROSSER [2] 6(x) > 0.8 xfor x = 100. Thus
with the aid of a little computation for 15 =<r =25 we see that 6 (p,) > 0.8 p,
for r=15. By ROsseRr [1] p, >rlogr, and so we have

6(p,)>08rlogr (r=15).
Hence for r=15 ‘
r 1 6

08)(0.3755) ~ Tog6 *
9(p,)II(l——F—] 038)( ) ~log

T'hus the second part of the lemma is proved for all r.
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Lemma 6. If k is any positive integer

w (k) = 26 "f{") log k.
As k tends to infinity

ok =<{1+o(1)}er ‘Pf‘) log k.

Proof. For those k for which w(k) has a given value r, the function
k'q (k) log k is smallest for the product of the first » primes, Hence
wk) w (k)
2@ 10gk  0(p )ﬁ(l—i) .
¥ 8 o) L1 ?

Thus the first part of the lemma follows from Lemma 5. For those large k
such that w(k) > loglog k the second part of the lemma also follows from
Lemma 5, since ror. such k certainly e(k) tends to infinity with k. On the
other hand if w(k) < loglog k, the second part of the lemma follows from the
fact that

loglog k=o(k'¢(k)logk).
This completes the proof of the lemma.

§ 9. The estimation proper.

For comparison we recall how the right-hand inequality in (1) is proved.
Suppose x is a non-principal residue-character modulo k& and let us put

S =3 x(m).

Let d be the smallest integer such that |S(n)| < d for all . Clearly d < 5 (k—1).
Now

L(l,x)**z X(n) gn(i(_?_),)

For n<d we use the estimate IS(n)I_s_n, while for n >d we use the estimate
|S(n)|=d. This gives

d-1

1
|L(11X)|<Zn(n+l)+2u(n+l) 2++-E-+l<

|I=

J' d}_:_; log(2d+1)<logk.

The change we make in the above proof in order to get Theorem 2 is
as follows. In addition to the above two estimates for S(n) we use a third
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estimate which is valuable in a certain intermediate range of summation. This
estimate is an immediate consequence of Lemma 4; it is

S@) <k <n T 1 gom-,

Let b and ¢ be positive integers to be chosen later, b <c¢. Then, using
he three estimates for S(n) in the intervals 1=n<b, b=n<c,c<n<oo
espectively, we have

S 1, Shnetk 2001 2 4
LIS 2t 2= pa T 2AGF)
k a4
<logh + i,(‘-’— log% + 200 (T'"e‘)“‘%‘

(f we choose b=2°® c=d.2°®) we get

(34) [L(1,%)| < (log 2) w (k) + -‘pl(rilogd+l :

To get the first part of Theorem 2 we now use the first part of Lemma 6

in (34) and apply the trivial estimate d <k. To get the second part of Theorem

2 we apply the second part of Lemma 6 and use the deeper estimate
d=0(klogk).

Cf. LANDAU 3, pp. 85-86]).

(Received April 12, 1950.)
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