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Introduction.

We indicate first of all certain notations which we shall use in this

work. Let f(z)=— > a.z" be an entire function of finite order o. Let u(r) be
0
its maximum term for |2|=r and »(r) its rank; n(r,a) denotes the number

of zeros of f(z2)—a in |z| = r. We write also n(r, @) — n(r) and M(r) = Max f(2).

i|=r

An entire function f(z) is said to have a as an exceptional value if

lim sup log n(r,a)
r-» o |0g :
S. M. SHaH [1] has proved the following theorem.
For a canonical product of integral order 0 = 1 and genus p(= ¢ or o—1)

=0(a) < o.

: n(ry®@(r)
]ml - log M(r) ~
holds where @ (x) is any positive continuous non-decreasing function of x such that
|'___ dx__
J xd(x)
A

is convergent.
I prove below some results of the above nature for any entire function.

§ 1.

Theorem 1. (I) /f f(z):Z¢r..z*' is an entire function of order
0
0(0=o0<x) and if ©(x) is a function such that

log x = o (P(x)),
then we have
L (@)
M —og M(r)
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(1) If the order ois such that O < o < ~, then
r(r) D(r)
.h-n: e log M(r)
for any @(x) tending to infinity.
We observe that the hypothesis on @(x) in the first part of the above
theorem allows the integral

dx
xd(x)

A
to be divergent: for instance by taking @(x) - log x log log x.
Proof. (I). It is sufficient to prove that

logu(r)
lim sup - 0,
as the result then follows since log u(r) ~ log M(r). Now
log u(r) = A+ "x) dx < r(r)llog( ]]+o (1).
So g
log u(r) < 2»(r)logr.
Hence

log w(r) v(r)®(r) < 2log r @(r)

and the result follows from (1).
The proof of (Il) is immediate with the help of theorem 1 of S. M.

SHaH [3].
In the first part of the theorem if
log M(r)
I|m su ),
e LORRY

then »(r) can be replaced by n(r) as in such cases »(r)~n(r) holds [4].
But if we do not impose any restrictions as to the nature of the func-
tion, then »(r) cannot always be replaced by n(r). For instance if z -—0 is
an exceptional value of f(z), then
. n(n)P@r)
lml log M(r) ==

because then
log M(r)~ Tr* 0<T< )

n(n=0(r) (<o)

and

So
_r_r(r) (I_J(r)  Kroa(r) < K’ {I}_(.:)A b
log M(r) ~ log M(r) e
where we can take @(x) even as large as x* (0 < d <o—c).
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We are proving now the

Theorem 2. If a is an exceptional value of f(2) then

L ) fD(r)
hm =log M) —

and for any ®(x) tending to infinity.
Proof. Let o(r) be the LINDELOF approximate order of f(z), then

for all x=-a

ﬁg’bf)' —0 as r -,
because
n(r,a)= 0(r) (c<o)
and

o(r) —o as r—oc.

n(r, x)

Hence the ratio 00 has a positive lower bound (see [4], p. 87) for all

X==4da.
Now
nE)DO) ) o
logM(r) ~ rev logm(r) P
and further log M(r) = re® for all r = r,. Hence
n(r, x) @(r) rb(r)
log M(r)
for any @(r) tending to infinity.

=AD(r) > >~ as r—oc

Theorem 3. If f(2) is a canonical product of integral order ¢ and of

genus p—o and if -"(?:{)(r) has a positive lower bound, then
: n(ryd(r) ¥
P{]lsup logM(r)
Proof.") Since
logM(r) = K|r I n(x) dx -+ vt l n(x) dx ]

ar r

it is enough to prove that no finite C >0 can satisfy

x

(1.1) a ) gy l| 2 gx - () () C

;+l J*”

1) We give the proof assuming that the function has no zeros at the origin; if it has,
then a slight modification of the proof gives the same result.
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x

n(x)

for all sufficiently large r, e. g. for r = R. Now since =} is always con-
vergent, les us choose R so that ;

‘ n(x)
1
-
Let us suppose that (1.1) holds for r— R, then
R x
(1.2) R |’;(x,) dx+R’*'] ';(’f) dx > n(R)P(R)C,
and « f.
n(x) = O(xr+).
So
n v
. d :
| "‘;‘%" <k | Xt dx=o(R).
Hence the left hand side of (1.2) — o(R""). So
n(R) ®@(R) -
_RTJI_'

in contradiction with our hypothesis, and this ccmpletes the proof of the
t heorem.

§ 2.

T. VijaAvyaA RAGHAVAN has proved [5] that
M(r) log M(r)

M{r) = - log 7 for r>r,(f).
We prove here an analogous result for u(r):
Theorem 4.
vy — () log u(r)
W)= r log r
is valid for every r > r.(f).
Proof.
log u(r) — A+ | -'ii") dx ;
hence
w(r) _ »()
(2.1) F7 i 13
and
2 2) logu(r =log a.|+nlogr for R, =r<

(
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Since for any entire function
1

limsup |a,|" =0
holds, we have
(2.3) lax| <1 for n=n,.
Hence log |a.| is negative and from (2.2) we get
log u(r) _ .3
(2.4) ogr = = »(r) for r = ry(f).

Combining (2. 1) and (2.4) we get the result of the theorem.

§ 3.

Theorem 5. If w(r,) > 1 and one of the integrals
I log w(t)dt
j -

£
and
= [
converges resp. diverges, then the oth;r converges resp. diverges too.
Proof. _
]' @ dt — log u(r)—log u(r).
Hence 5

L]

J ,,.M‘IJ l(f) dt - ]'.'llog.u(r)——log u(ry)] }‘,_f_fi:

s L

| log u(r)—log u (r',

— ™

' v(r)dr

r»ﬂl

 log u(u)—log u(r,) _}’_J" r(rydr
B —mu™ m) e

T
"

- ‘ [log w(r)—Ilog u(r,)] ’;iii-f_l i

‘Iin

w1

— [logutar_ .ogﬂ(m] b [logpar gL L

pit
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Thus
logl::l(t) dt-|-]0g u(r,) _’;___1_“: __I_Ogi(r_)_:_l_ou:g;:(r,,) % l.’ "?ft
_ t m r o —mr mJ t
and so
@3.1) m j 'Og;{?d’ .. 111§ :52 dt.
To '

"o "u

We suppose now that /, is convergent; then

o> [lEnOd , Jogn)

— i] for every £ >0.
mr 2

Consequently
l_og_y_(_r)
rﬂi 0
Hence

ml‘+K;11 K——-—logr'ﬂ

holds and this implies the convergence of /,.
Similarly if 7, is convergent then

Iog w(t)ydt | logu(r) _
m ] P R b T

o

and as

l——-l— >0

i
i

l log u(t) dt

- > log (r.,)
t m

ra

both terms on the left hand side are positive and this secures the conver-
gence of /,.

From the convergence of ‘ J( dt we can also deduce that log «(r) =

e o(rm)_
Further we get from (3. 1) that

Cr(hdt ‘ log (fydt
‘ t”“] . tN-Ll

Hence the divergence of /, follows from the divergence of /,.

Now let /, be divergent. Then /, will also be divergent for if it were
convergent, then by the results established above /, will also be convergent
in contradiction with our hypothesis.
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§ 4.
In [6] I have proved that for 0 <r <R
MR) _ [E]"
mir) —\r.,

where
m(r) = Min |f(2)|
and as usual ¥

M(R) = Max f(z)

Here we shall prove further

Theorem 6. /f f(2) is an entire function having no zeros in the unit

circle, then
\_( R)

M(R) _ (RY*=" et
m(r) ~ (T’ O<r<k)
where _
N(R) - _l"@dr.
Proof. \ " |
ey 80 G L1 S
a1 NR)—N®— | "7 d:__._‘ —fdr—.] Pat =

= log M(R)—1log m(r)
by JENSEN’s theorem. N(x) is an increasing convex function of log x. If
we draw the graph of the function N(x), it will pass through the origin. Let
O be the origin and A (log R, N(R)), B (log r, N(r)), be two points on the graph.
Then the slope of OA is greater than the slope of OB. Hence

N(R) _ N(r)
logR ~ logr
and it follows that
N(R)—N(r) _ N(R)
logR—Ilogr — logR "’
Thus (4. 1) gives
N(R) _ log M(R)—log m(r)
logR™ logR—logr
from which the result of the theorem follows.
Finally I wish to express my thanks to DrR. S. M. SHAH for his help
throughout the preparation of this paper and for sharpening some of the
results.



8 S. K. Singh: The maximum term of an entire function.

References.

[1] S. M. Suau, J. London Math. Soc. 15 (1940), pp. 23—31.

[2] S. M. Suawu, J. Indian Math. Soc. 5 (1941), pp. 179—188.

[3] S. M. Suau, Maths. Student 10 (1942), pp. 80—82.

[4] G. Vaurox, Integral Functions, pp. 132—133.

[5] T. Viyava Racuavax, J. London Math. Soc. 10 (1935), pp. 116—117.
[6] S. K. Sivan, J. of the University of Bombay, 10 (1952), under print.

(Received August 15, 1952.)



