Representation of the solutions of the linear
iterative equation by means of series

By H. LUDESCHER (Timisoara)

The purpose of the present paper is to establish the general form of the solutions
of the iterative equation:

(N Slx(x)] = Tlx, f(X)],

where f is — the unknown funtion, and 7 and « are given funtions verifying the
conditions:

(i) « is a bijective application defined on a certain set X with values in the
same set. '

(ii) 7'(x, y) is defined on the set XX Y — where Y is a Banach space. The range
of T lies in Y. In addition, for any fixed x€ X, the function T'(x, y) is a linear (and
bounded) isomorphism of ¥ on to Y.

Subsequently we shall denote by 7,(y) the section through x of the function
T'(x, y). Having in view the hypotheses made, it is meaningful to consider the fol-
lowing system of functions:

TleTaho ooty for v=0
2) T = { E (the identical operator) for v =0
To-10°Ty-2 0 " 0 Twiry for v <0

forany x¢ X-and vEl (I — the set of the integers). Now we shall construct by means of
the family defined by (2) a certain type of series, called iterative series. Let u: X —Y
be an arbitrary function and let us consider the sums:

) = 3 TOME)], o5 x) = 3 TOu)].

By means of these sums we have defined a pair of series.
Definition 1. The ordered pair of series (g, (4, x), o, (4, x)), designated by the
+ oo
symbol 3 T®[u(a*(x))] is called an iterative series attached to the function

u:X-+Y.
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Definition 2. An iterative series is called convergent, when both ¢, (u, x) and
o, (u, x) areconvergcm its sum is by definition ¢ (v, x)= lim ¢, (v, x)+ lim o, (1, x).
n=-= oo m—- oo

Remarks:

1. Further on, the sum of a series as well the series itself will be denoted by
a(u, x) or S T [u(o (x))].

22t thzzit_eu;ative series o (u, x) is convergent, then:

(a) _11im TO[u(#*(x))] = @ (O = the null element from Y),

(aa) o(u, x) = hm 2 T9 [u(e*(x))].

Theorem 1. The set D of the points in which a given iterative series converges,
is saturated (in the sense given in [1]).

Proor. Let o(u, x) be an iterative series, convergent in a point x,cX. Let
us point out that from x,€ D there follows 2(x,), 2~ '(x,)€ D. To see this let us con-
sider the expression:

on (U, 2(xo) = 2 TG [u(# (2 (xa))] = TJ?io) [u(** (xa))]-

But we have

* _ =1 .7-1 2 L e _ik+1)
Tiixe) = Tiixg© ai(xg) @ **" @ :me— 9 oT; OT(J‘o]O 0T k(xg) = Tm.‘“Txo ’

thus:

at (u 1{\'0)) — Z‘ Tro[T"‘*“(u(a*"‘(\o)))] = xo [ T‘k+"(u(0t"+l(\‘ )))]
and Onsplalx)) =T, [ "24? ey (a"“(.tn)))] . 18
k=0

.?an++ p("’ o (xﬂ)) " G: ("’ d(.fu})ii e

Txo[ n+p T}:+ll(“(ak+l(_\.o)))] H —
*_

=n+1

! n+p+1

1A

Tl + T3y (u (e (xo))) | -

i=n+2 i=n+2

T’w [.ﬂ 2;1' +1 T;L ) (u (a" (,\'u)))] ”

from this we infer that {a u, a(v.,))},,, yisa Cauchy-sequence that is, convergent.
Now put:

o (U, x0) = 2 Tatao [ ()]
Since k = 0, we have:
T = Ty ST o<1 0 Tty = T, 0 THHY.

Further on, the reasoning is the same as in the previous stage. Therefore we have to
proved that 2 '(x,)€ D, too.
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We have:
ot (u, a=1(xy)) = &é; T, e [u(2* (27 (xo)) -

Considering (2), we can write:

TJE}l‘:‘-e' — TR_‘Ii(Xa]OTX_o O ak - -{xo] — TJ‘:IIXQ}G Ttk IJ i.e...
n
on (u, 27" (x)) = P2 T2 e [ T4 7 (@™ (o)) ]

Counting the difference o, ,(u, 27 (x,))—0, (1, a"*(x,)) and taking into account
that 7,%(x,) is bounded ([2]), one sees, that { T (u, @ 1(10))},,“ is a Cauchy-

sequence, i.e., convergent. Passing to o, (u, a '(x,)) = Z T xg [u(o* " (x0))]
k=-—1

we observe that one can obtain with ease the relation: T3%, =T, oT&""
which allows one to repeat the reasoning effected for

{0': (u: 5"-‘ X (-‘.0)) }n( N-»
Thus a ' (x,)€ D, i.e. the set D is saturated.

Theorem 2. Let o(u, x) be an iterative series, convergent on a set D=X. Then
the function o (u, x) is a solution of the equation (1) on the set D.

PrOOF. Let us consider x,€D; according to theorem 1: x(x,)¢D, thus the
series is convergent in the point a(x,) too. We have

a(u, x(xy)) = nlin; T;f}," [+ (xp))]-

According to theorem 1: T%X, =T,,0 T““’ for any k€/. From this relation we
infer:

o (u, x(xg)) = lim Zn T, [TV (@1 (xq)))] = lim 7}.,[ Z",' T}f,+1'0'(‘-1"*1(-\‘.;)))]:
R h=—p a-_— k=—n

lim Z T”‘*”(u(at"”(\n)))] - T;n["“j; "ﬁl rr'i,'(lf(f(-’ful')]] =

® k=—n i=—n+1

T, (0 (u, X0)) = T(xXq, 0 (1, Xp)),
q.e.d.

Theorem 3. Let the conditions (i), (ii) be fulfilled and in addition, let us suppose
that for any point x€ X, the corresponding class is of the T,-type [1]. Then for any
solution f of the equation (1), there exists a function defined on X, u: X —~ Y such that:

3) S(x) = a(u, x).

Proor. Let S be a section of the set X (i. e., a set which contains from every
class one, and only one point). Let us define:

{f(.\') if x€85,
WO=1a it sts
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We shall point out, first of all, that 3" 7®[u(x*(x))] is convergent. For any xé X
k=—=eo

there exists a k,, uniquely determined, such that «*(x)€ S; for k #k, we have «*(x)¢ S,
- from which one gets u(x*(x))=0 for k#k, and by virtue of the linearity of 7 :

T®[u(o*(x))] =0 for k #k,. From this obviously results that 5’ TO[u(dt(x))]
k= —oo

is convergent, thus it is a solution of the equation (1) on X (the point x¢X was
choosen to be arbitrary). Let us now point out that for any x there holds the relation
(3). Indeed, if x€ S then o*(x)4 S for k=0, thus o (u, x)=T(u(x))=E(u(x))=u(x)=
=f(x). Having in view the theorem of uniquness from [I], one sees that relation
(3) takes place on the entire set X.

Remark. According to the hypotheses from theorem 3, the general structure
of the solutions of the equation (1) is given by the formula (3).

Application. Let us consider the particular case of the equation (1), having the
form:

(ay Sle()] = 4(x) -f(x)

where 4 is a given function defined on the set X, taking values in the set of the inver-
tible elements of the Banach-algebra ¥, with unit element.

It is obvious that the function T'(x, y)=A(x)-y is a linear and bounded operator
for any fixed x (we hawe |7T'(x, )| =[A(x)] - | y|]). Furthermore 7', achieves a bijection
of Yonto Y. Therefore for the equation (1)” the condition (ii) is fulfilled. It is obser-

ved with ease that inthis instance an iterative series has the form: 2"' P (x) - u(o* (x))
where B
A0 [A(x())] .. [A(e*2(x))]* for k=0,
2 px(x) = { e (the unit element from Y) for k=0
A1 (x) - A2 () ... (A (x))) for k <0;
thus, assuming the hypotheses from theorem 3:

Any solution of the equation (1)" has the form Zm’ Pi(x) - u(o*(x)), where

=—co

the family {p;(x)}i¢; is defined through the relation (2)’, and u is a function defined
on X with values in Y. This is in fact a generalization of one of C. Porovicr’s [3]
theorems.
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