A note on characterization by sufficiency
of the sample mean

By W. EBERL, jr. (Hagen)

KAGAN [2] (see also KAGAN—LINNIK—RAO [4], Theorem 8.5.3) proved that the sample mean
is a sufficient statistic with respect to a translation class of distributions iff the distributions are normal,
thereby assuming the translation class to be dominated by the Lebesgue measure. Since any domi-
nated translation class is dominated by the Lebesgue measure, this theorem characterizes the normal
distribution within all dominated translation classes. BARTFAI [1] succeeded in proving this theorem
without the assumption of dominatedness. Basing on BARTFAI's ideas we shall give a shorter proof,
which is somewhat more straight forward and at the same time does not use characteristic functions.
More precisely, it is shown that except the translation classes of (non degenerate) normal distri-
butions the only translation class with a sufficient sample mean is the degenerate translation class,
i.e. the class of point masses, which is not dominated. (This degenerate case seems to have been
excluded tacitly by BARTFAL) The corresponding result for scaling classes (Kagan [3] (see also
KAGAN—LINNIK—RAO [4], Theorem 8.5.4), BArTFAI [1]) can be verified by analogous arguments,

I. Sufficiency of the sample mean with respect to
translation classes

Let P denote any probability measure on B, the system of the Borel sets
in R, and X;: R"=R the j-th projection (1=j=n); for ycR let T, be the
translation given by T,(x)=(x;+7, ..., X,+7) (x=(xy, ..., x,)€R").

Theorem 1. For n=2 let ﬂB:{P,:[é P] lyeR} be a translation class.V
R

Then S=X is sufficient with respect to W iff P is a normal distribution or a
point mass.

Proor. The sufficiency of the sample mean in the case of (non degenerate)
normal distributions is well known. Now, if P is w.l.o.g. the point mass in 0,
let h: R—R" be the (measurable) mapping with A(x)=(x, ..., x) (xéR). Let Be®B"
and consider the mapping g=luos)-1s- Then we have for De®B and y€R

0] Ip dPr = 1p(7, s T)ls-l(m(}’. s 7)
S-1D)

(ii) { gdP, = g(¥, ..., 1)+ 1515y (¥, «0es 7).
s-(p)

n [éP]T denotes the distribution of 7% under éP
b 4 1
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Since obviously (y,...,7)€B holds iff (y,...,7)€(hoS)"Y(B), the right hand
sides of (i) and (i1) coincide. Therefore, the same is true for the left hand sides,
which together with the S~'(B)—B-measurability of g yields the sufficiency
of S.

For the only if part, let z¢éR and B:={X,—X,<z}. According to the assumed
sufficiency of S there exists a (measurable) function g: (R, 8B)—(R,8) with
goS=E;(lg) (yeR), where E} denotes a conditional expectation with respect
to P, under S. Taking into account the translation invariance of B we obtain

PyBN{S<) =P,BN{S <t+)= [ 15dP,=

{S<t+y)

= [ goSdP,= [ g(S+y)dP, (€R; y€R).

{S<t+7y) {5 =<t}
' . gl at 1
Therefore, if T': R*—R is the statistic given by T'( _}')2; 25 (y=01s ..., ¥ ERY),
we get with the aid of FuBint's Theorem

PBN{S<)=[ [ f g(S()+T(3)) dPy(x)] dPy(y) =

(1ii)

(iv)
= f Ug(S(x)+r(y))dPo(y)] dPy(x) = Py(B)- Po{S < 1} (i€R).

{S-:t

Recalling the definition of B(iv) yields the independence of X;+...+X, and
X,—X, under P,. Since X, ..., X, are iid with distribution P under P,, it
follows by the well known DArMOIS—SkiTovicH Theorem that P is a normal
distribution or a point mass.

II. Sufficiency of the sample mean with respect to scaling classes

Let P denote any probability measure on B with P(R.—{0)=1, ie,
P is concentrated on the posmve real axis; for y=0 let S, be the statistic given

by Sr(x) (yxl’ . ,J’x) (x (xls eeey X )ERn)
Theorem 2. For n=2 let W= { (@ P] [yeR . —-{0}} be a scaling class.
Then S=2X issufficient withrespect to W iff P is a I'-distribution or a point mass.

Proor. This proof is quite similar to the first one. The if part is again well
known in the non degenerate case and follows from Theorem | in the degenerate
case. For the only if part, let z¢eR and

B:i={X;-[Xo+..+X] <z X;>0 (1=j=n)}

let again g: (R, B)—(R, B) be a function with goS=E}(lg) (y=0). With the
same arguments as in (iii) we obtain

PBN{S<i)= [ g(Sy)dP, (tcR; y=>0);
{S <1}
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therefore the same conclusions, which yielded (iv), lead to

In view of the definition of B this relation indicates the independence of X -
JXe+...+X,]7 and X,+...+X,. By a theorem of Lukacs [5] this implies the
statement of Theorem 2.

Acknowledgment

I point aut that meanwhile the book ‘“Mathematische Statistik” by Eberl-Moeschlin (de
Gruyter, 1981) has been publis hed which contains Theorem 1 as Example 2.3.14 and Theorem 2.3.15
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