A result on the neutrix convolution product of distributions

By BRIAN FISHER (Leicester)

The convolution product of two distributions satisfying certain conditions was
defined by GELFAND and SHiLov [3] as follows.

Definition 1. Let f and g be distributions satisfying either of the following con-
ditions:
(a) either f or g has bounded support,
(b) the supports of fand g are bounded on the same side.
Then the convolution product f*g is defined by

(f*2)(x), @(x)) = (g(»), (f(x), o(x+)))

for arbitrary test function ¢ in the space K of infinitely differentiable functions with
compact support.

Note that if /' has bounded support then (f(x), ¢(x+y)) is in Kand so (g(),
(f(x), ¢(x+y))) is meaningful. On the other hand, if g has bounded support or the
supports of fand g are bounded on the same side, then the intersection of the supports

of g(y) and (f(x), ¢(x+y)) is bounded and so (g(y), (f(x), @(x+y))) is again
meaningful.
It follows that if the convolution product f* g exists by this definition then

¢)) J*xg = g*f,
(f*g) = fxg’ = f'*g.

This definition of the convolution product is rather restrictive and the next de-
finition was introduced in [2] in order to extend the convolution product to a larger
class of distributions. In this definition, we denote the convolution product by f*g
to distinguish it from the convolution product given in definition 1.

Definition 2. Let fand g be distributions and let f,=/t, for n=1, 2, ..., wheret
is an infinitely differentiable function satisfying the following conditions :

@) t(x) = 1(=x).
i) 0=s1(x)=1,

(iii) t(x) =1 for |x] =

@iv) 1(x) =0 for |x]=1
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and the function 1, is defined by
35 |x| = n,
T,(x) = {t(?"x—n"*Y), x>n,
t(n"x+n"*t), x<-—n.

Then the convolution product /Tx]g is defined as the neutrix limit of the sequence
{/.*g}, providing the limit A exists in the sense that

N-lim(f,*g, ¢) = (h, ¢)

n-—-os

for all test functions ¢ in K, where N is the neutrix, see van der CorpuT [1], having
domain N’={l,2,...,n,...} and range N” the real numbers, with negligible func-
tions finite linear sums of the functions

PIn"n, In'n (A>0,r=12..)
and all functions E(n) for which '!Lm E(n)=0.

Note that in this definition the convolution product f,#g is in the sense of
definition 1, the distribution f, having bounded support, since the support of t,
is contained in the interval (—n—n~", n+n~"). Note also that because the defini-
tion is nonsymmetric, the convolution product fT=Ig is not always commutative,

The following theorem was proved in [2] and shows that definition 2 is a genera-
lization of definition 1.

Theorem 1. Let f and g be distributions satisfying either condition (a) or condi-
tion (b) of definition 1. Then the convolution product f %1 g exists and

SIxig = fxg.
The next two theorems were also proved in [2].

Theorem 2. Let f and g be distributions and suppose that the convolution product
STl g exists. Then the convolution product f1x1g" exists and

(UTg) =/T=g"
Theorem 3. The convolution product x* [¥1x* exists and

xXXFx=0
Jor A>—1 and s=0,1,2, ....
In the following, E(n) denotes any function such that lim E(n)=0 and 0(n)

n--oo

denotes any function such that N-lim0(n)=0. We will therefore write

0(n)40(n) = 0(n)+E(n) = 0(n).
We now prove the following extension of Theorem 3.
Theorem 4. The convolution product x* T x* exists and
xx[Fx*=0

Jor A<—1, 4% -2, -3,... and 5=0,1,2, ....
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Proor. We will suppose that —r—1<2A<—r. Then the distribution x4 is
defined by

r@+1)

A+ry(r)
TG+rsD) &+ e

X =

where A1+r=>—1.
The convolution product (x%),#x*, where

(-x‘-‘]-)a — Xi Tn (JC),
exists by definition 1 and so

((x2)n%x%, (%) = ((¥3)s (3% @ (x+1)))

for arbitrary test function ¢ in K. If the support of ¢ is contained in the interval

(a,b), we have
b—y

b
(% o(x+y) = [ xo+y)dxy = [ (t—yyo(ddt =
o ja!yj=p(y)|

i=0

where ;
a,= (7)1 000)
for i=0,1,...,s and [f] denotes the binomial coefficients.
Thus
() X% 0(x) = ((Vi)ns 2() = (Vi (D)D) =

-1Yr(+1
a (r(z+£++l)) (3 @PO W) =

L n+n=n
5 (}g:&t;) [uf Y pO(y)dy+ ;[' P, ) () dy)-

It is easily seen that
S P+ () dy = 0(n),
0

where 0(n)=0 for r=>s, and on noting that

1, i=0,

w(n) = {0 iz=1

tW(n+n" =0, i=0
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we have
n+n-n L L Ik
[ FY@pOmdy= [ yY*d@p)O0) =
n+n="
=[P @A VO -G+ [ AU p) P ()dy =
(=1yrQA+r+1) ¥
Now
nd+n-"

If y“(t,,p)(y)dyl = (s+1)max {|a|: 0 =i = s}(n4+n""y¥*+*n~" = E(n)

and so

n+n-"

[ P @) (»)dy = 0(n).

It follows that 3
((x4),*x*, 0(x)) = 0(n)

N—lim ((x4),*x*, ¢(x)) = 0 = (0, ¢(x))

n—=+co

and so

for s=0,1,2,.... The result of the theorem follows.

Corollary 1. The convolution products x* 1] X%, |x|* %I x* and (sgn x - |x|*)[¥] x°

exist and
XA X = x| x* = (sgnx-|x|) ¥ x* =0

Jor d=<-1, A#-2,-3,... and 5=0,1,2, ....
Proor. The results follow from the theorem on noting that
X ==}, XP=xt+xt, sgnx.|x]*=x3—-x2.
Corollary 2. The convolution product x* [¥]x* exists and
xA Xt = (=1 1B(A+1, s+ 1)xits+1

for A<—1, A# -2, -3, ... and 5=0,1,2, ..., where B denotes the beta function.
Proor. We will again suppose that —r—1<A<-—r and then

5 . TEA+1)

ry(r
Xy = F().-f-r-!—l) (xi-'.) )'
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The convolution product x4+"% x5, exists by definition 1 and
e 1
xitraxs = f (x—0Ar1 dt = xitrisid f (1=wtrwdt =
—o0 0

= B(A+r+1, s+ 1)xitris+l,

Equation (1) holds and it follows that

F(A+r+1) 2 - r(A+r+1,5+2) A4s541

Thus
x4 #x% = B(A+1, s+ 1)xite+?

for A<—1, A#-2, -3,... and s=0,1,2,.... The result of the corollary now
follows on noting that
x% = (- 1y(x*—x%).

Corollary 3. The convolution products x* T1 x% , |x|* [¥] x5 and (sgn x - |x|*) ] x%
exists and
XA F x5 = (1" B(A+1, s+ 1)xA+s+,

B(A+1,s+1)sgnx-|x|**5+,  even s,
A -
WX = 1141, s+ 1)[xr+s+, odd s,
Y B(A+1, s+1)|x|A+5+1, even s,
0 A —
(sgn x - |x] ).I_ﬂ,x’-r [B().+l,s+l)sgnx-le““”, odd s

Jor A<—1, A#-2,-3,... and s=0,1,2,....
The results of this corollary are immediate.

References

[1] J. G. vaN peEr Corrut, Introduction to the neutrix calculus, J. Analyse Math., 7 (1959—60),
291—398.

[2] B. Fisuer, Neutrices and the convolution of distributions, Univ. u Novom Sadu Zb. Rad. Prirod.-
Mat. Fak. Ser. Mar., 17 (1987), 107—118.

[3] 1. M. GeLFanD and G. E. SuiLov, Generalized functions, Vol. I, Academic Press (1964).

DEPARTMENT OF MATHEMATICS
THE UNIVERSITY

LEICESTER

LEl 7TRH

ENGLAND

(Received April 7, 1987)



