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Summation averaging technique for the oscillation
of second order linear difference equations

By S. R. GRACE (Giza), A. A. ABADEER (New Damietta) and
H. A. EI-MORSHEDY (New Damietta)

Abstract. The present paper is concerned with the oscillation of the second order
linear difference equation A(cp—1AuUn—1) + gnun, = 0, n > 1, where A is the usual
forward difference operator Auy,, = up4+1 — un, {cn} and {gn} are sequences of real
numbers with ¢, > 0. Using summation averaging technique, some new oscillation
criteria are obtained and the discrete analogue of known results due to Kamenev and
Philos for the corresponding differential equations are established.

1. Introduction
Consider the second order difference equation
(E) A(Cn—lAun—l) + quup = 07 n = 1>

where A denotes the forward difference operator Au,, = w11 — up, {cn}
and {g¢,} are sequences of real numbers with ¢,, > 0 for all integers n > 0.

By a solution of equation (E) we mean a real sequence {u,}, n =
0,1,... satisfying equation (E).

A nontrivial solution {u,} of equation (E) is said to be nonoscillatory
if there exists N > 0 such that u,4+1u, > 0 for all n > N and oscillatory
otherwise. Equation (E) is called oscillatory if all its solutions are oscilla-
tory. It is known that if equation (E) has an oscillatory solution, then all
its solutions are oscillatory (see [5, pp. 153]).

The oscillatory, nonoscillatory and asymptotic properties of equation
(E) have been considered extensively by many authors. Among the papers
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dealing with these subjects the reader is referred to [3, 4, 6, 8-10, 12, 14,
15] and to [2, 5, 13] for the general theory of the difference equations.

The oscillation problem of the continuous version of equation (E) i.e.,
the second order linear differential equation

(E1) (c®u'(t) +q(t)u(t) =0, t=0 ('=d/dt)

has been the subject of numerous investigations e.g., see [7, 11, 16-18, 20,
21]. Motivated by KAMENEV [11], most of the recent and useful oscillation
criteria regarding equation (E;), particularly for the special case

(E2) u’(t) + qt)ut) =0, t>ty>0
involve the behavior of the averaging function A,,(t) where

1/t
An(t) = tm/ (t —s)"q(s)ds, m is a positive integer.
to
Therefore it is of interest to obtain discrete analogues of such criteria and
to note the similarities and differences which may arise. The main purpose
of the present paper is to proceed further in this direction. To this end,
we will make use of the averaging sum S,,(n) defined by

1 n
Sm(n) = o Z {(n — ) ™g,—m(n+1 - k)(m_l)ck,l}, n>N>0
k=N

where
(n—k)" =m—-k)n-(k=-1)n-(k=2)(n—(k—(m-1)),

for n > k and an integer m > 1.

In fact, some new oscillation results are established as well as the
discrete analogues of some well-known results due to KAMENEV [11] and
PHILOS [17] for equation (Es).

Before stating and proving the main results in Section 2, we prove

some preparatory lemmas which are interesting in their own right.
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Lemma 1.1. For any real sequence {x,} and any integer N > 0, we
have

Z (n—k) ™Az, =—-(n+1-N)™ay +m Z (n4+1—k) ™ Yy,
k=N k=N

n>N>0.

PROOF. Let
yp = (n+1-— k)(m)xk.

Differencing with respect to k,
Ayp = (n— k) ™Az, —m(n+1— k)™ Dy

Summing from N to n, we obtain

n

n
Ynt1 — YN = Z (n — k)™ Az, —m Z (n+1—k)m Vg,
k=N k=N
Thus, since y,+1 = 0, we get

n

Z (n—k) ™Az, =—(n+1-N)™zy +m Z (n+1—k) ™ Vg,
k=N k=N

Which is our desired result. O

Lemma 1.2 [1]. Let {z,} be a sequence of real numbers. If

liminf A"z, > 0 for some integer r > 1,

n—oo

then
lim Az, =o0 for0<i<r—1.
n—oo
Lemma 1.3. Assume that the sequences of real numbers {a,} and
{b,} are such that the sequence {A"b,} is increasing for some integer
r >0, and A"b, — oo asn — oo. Then
r+1

a a a
1.1 limsup ———— > limsup — > liminf — > liminf ———".
( ) nﬂoop A7"+1bn - nﬂoop bn — n—oo bn — nooo AT+1bn

r+1
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PROOF. First, we prove that

A, an,
1.2 limsup ————— > limsup —,
(12) nne ATy, =P D,

and the remaining part of (1.1) goes the same way. Now, let

Ar—i—l

. an
1.3 lim su =1L
(1.3) msup o
Clearly, (1.2) is satisfied if L = oco. If L € (—o00,00), (1.3) implies the
existence of an integer N(e) such that

1
A™tlq,

(14) AT+1bn

<L+e¢e, forale>0 andn> N(e).

Since A"b,, is increasing, the number N(e) can be chosen so large that
A1y, > 0 for all n > N(e). Therefore, (1.4) implies that

(1.5) A", < (L +¢e)A™ b, n > N(e).
Summing (1.5) from N to n, we get
(1.6) ATapy1 —ATan < (L+¢€)(A"bygr1 — ATby), n > N(e).

Dividing both sides of (1.6) by A"b,41 and taking the upper limit as
n — 00, we obtain

AR
limsup — 1 < [ 4 e, forall e >0,
n— oo Arbn—i-l
then
A’“anﬂ
li <L
o Abygy
or
Ar+1 " A" "
(L.7) hgl—?ogp ATlZn > liTrLILsolip Arzn .

On the other hand, Lemma 1.2 implies that A’h, — oo as n — oo, for
0 <i <r. Then, in a similar fashion as that implying (1.7), one can prove
that

i+1, Al

(1.8) lim sup " > limsup

an .
- - 0<i1<r—1.
n—oo Al+1b'ﬂ n—oo Alb'ﬂ ’ B B
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Combining (1.7) and (1.8), we obtain (1.2).
Finally, if L = —oo, then for any M < 0, we have

Ar-l—l
limsup ———— ATTTD,

n—oo

We claim that limsup,,_, . @, /b, = —oco. Suppose not, then

a
limsup — > M > —o0.

n—oo n

Using similar arguments as before, we obtain that M > M for any M < 0.
Thus, M can not be finite. This contradiction completes the proof. O

Now, for some integers m > 1, define {a,,} and {b,} as follows

n

an = n—k)™f and b, =n™.
Y (n—k)™yf

An easy computation gives

n
A"a, =m! ka and A™la, =m!fn 1,

and
A™ b, =ml(n+m — 1),
then

A1, — 00 as n — oo and A™b,, = m! .

Then, as an application of the preceding lemma, we obtain the following
result:

Lemma 1.4. For any integer m > 1 and real sequence {f,} we have,

hgl_}solip L > hTan_)sO%p n( ) Z (mfl)fk
k)Ym=D f > lim inf 22
(1.9 2 it i D0z i
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and

(1.10) lim supz fr = limsup b— > liminf b— > lim mfz fr-

n—oo n— 00 n—oo Op n—oo

2. Main results

Theorem 2.1. Suppose that there exist an integer m > 1 and a real
sequence {¢s} such that

lim sup —— ( ) Z { n— (m)qk —m(n+1-— k)(mfl)ck_1 > Gs,

n—oo N\

(2.1) s> 1,

(2.2) lim ( ) Z [ n+1—Fk)m 1)\/7¢+} =

n—oo n

where ¢ = max{¢y,0}. Then equation (E) is oscillatory.

PROOF. Assume that {u,} is a nonoscillatory solution of equation
(E). Without loss of generality, one can assume that w,, is eventually pos-
itive. Thus, u, >0 for alln > N —1 > 0, N is sufficiently large. Let

w
2.3 Awy, = —q — ——k
(2:3) ¥ I Wk + Cr—1
Multiplying both sides of (2.3) by (n — k&)™), m > 1 and summing from
N to n, we have

n n

n 2
n—Fk) (™) Awy, = n—k)™ g, — n—k (m)L, n>N.
= LT e
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But Lemma 1.1 yields

n

k=N k=N
hence
(2.4) —(n+1-N)Mwy ==Y (n—k)™g
k=N
- o)k - (m—1)
n—k)\"m—~2— —m n+1-—k)\"" Yw

];V W + Cp—1 kz]:\f )
or
(2.5) (n4+1—N)™uwy

Z [ ™ar —m(n+1— k)(m_l)ckfl] + Z Qe

k=N

339

Z (n— k)(m)Awk =—(n+1- N)(m)wN +m Z (n+1-— k)(m—l)wk

where Q1 = (n— k)™ w2 /(wy + cx—1) +m(n + 1 — k)™= D (wy, + cx_1).
Dividing both sides of (2.5) by n(™) and taking the upper limit as n — oo,

we get
> lim inf Ly Q
wN > ON + InH_l)loré W Z n,k-
Thus
(2.6) wy, > ¢, forallm > N,
and
(2.7) hnnilgf n( ) Z Q1 < 00.

By applying the Arithmetic-Geometric mean, we obtain

Qi >2(n+1—k) ™ Vm(n - k)ywd]'/?
=2(n+1—k)™ Y mn — k)Y wyl.
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But (2.6) implies that |wy| > ¢;, for all K > N. Then
Qi > 2[mn — k)2 n+1-k)™Ver n>k>N.

Summing the above inequality from N to n, and dividing by n(™), we get

n

1
09 ok 3 0= B0 5 [T b et]

Now, using (2.2) and (2.8), we conclude that

which contradicts (2.7). This completes the proof. O
The following corollaries are immediate consequences of Theorem 2.1.

Corollary 2.1. Suppose that there exists a positive integer m > 1
such that

(2.9) limsup — (m) Z [ (n—k)™g —mmh+1- k)(m_l)ck—1:| - .
k=1

n—oo

Then equation (E) is oscillatory.

In the following result, we consider equation (E) with ¢, =1, i.e., the
equation

(E3) AZun—l + gnun =0, n > 1.

Corollary 2.2. If there exists an integer m > 1 such that

— (m)
(2.10) limsup —— n( ) Z (n qr =

n—oo

then equation (E3) is oscillatory.
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Remark 2.1.

1. In the above results, we do not require any explicit restrictions
on Y% cj, or % ¢! as it is noted in [3, 8, 12].

2. Corollary 2.2 improves and unifies the discrete versions of the well-
known oscillation criteria of KAMENEV [11] and WINTNER [18]. Further-
more, when m = 1, Corollary 2.2 does not have a continuous analogue as
it was shown by HARTMAN [7], who proved that the condition

1t
lim sup — / (t —s)q(s)ds = o0,
n—oo t to

can not, generally, insure the oscillation of equation (Es).

Theorem 2.2. Let condition (2.1) hold and assume that

(6x)”

45: + Cr—1

+mn+1—k)™ (¢ + cp_1) = .

n— 00 n(

(2.11)  lim % > (n—k)m™
k=N

Then equation (E) is oscillatory.

PROOF. Let {u,} be a nonoscillatory solution of equation (E). As in
the proof of Theorem 2.1, we obtain (2.7). On the other hand

wy wy B (wi/crp—1)?

2.12 > =Ck—17 7 T >
( ) wi + cp—1  |wg| + ck—1 1\wk/0k—1| +1

Using (2.6), we have

Wk

+
s P

> , k>N,
Ck—1

Ck—1

but, f(x) = 2?/(z + 1) is an increasing function for the positive values
of . Then we get the following estimate of the right hand side of (2.12)

- (wi/ck—1)? o (o [cr—1)? E> N
lwy,/cr—1| +1 — (f Jek—1) +17 -
or
2 +1\2
(2.13) we o (9) k> N.

- )
Wk + Ck—1 qﬁ,f + Ccr—1
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By the use of (2.6) and (2.13), (2.7) implies that

(2.14) lim inf L Zn:(n_k)(m)ﬁ

n—oo n( m) Py QSZF + Cr—1

+m(n+1—k) "™ (g + 1) < oo,
which contradicts (2.11), so the theorem follows. O

Corollary 2.3. Suppose that (2.1) holds. If either

1 n
(2.15) dlim sy (1= k)" (G + o) =
n k=N
or
o0 +12
(2.16) > G/ 00,

= b ek
then equation (E) is oscillatory.

PROOF. The proof is similar to that of Theorem 2.2 and hence is
omitted. O

Theorem 2.3. If condition (2.1) holds and

n

1
(2.17) lim ~ Y ¢ = o0,

n—oo N,
k=N

then equation (E) is oscillatory.

PROOF. As in the proof of Theorems 2.1 and 2.2, we obtain (2.7)
which yields

1
E _ (m)i
llnrrilgfn( 3 n wn ot o < 00,

and

liminf — Z n+1— (m_l)(wk + cp_1) < oc.

n—oo n( )
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In view of Lemma 1.4, the above inequalities imply that

> 2
w
2.18 E —Fk <o,
(2.18) i Wk T Cr—1
and
(2.19) tminf 3 (w + ) <
. 1m 1mr — w Cl— o
oo nk—N k k—1 )

respectively. Using (2.18), we have

w2

(2.20) lim — " —y,
n—00 Wy + Cp—1

then there exists an integer N; > N such that

w2

—— <1, for all n > Ny,
Wn + Cn—1
hence

w2 —w, —cp_1 <0, forall n> Nj.

n

Completing the square of the left hand side of the above inequality, we get
_(1/4+Cn—1)1/2 <wn_1/2< (1/4+0n—1)1/2, nZNl

From (2.19), we obtain

n

1
liminf — Z {Ck—l +1/2—(1/4+ ck_1)1/2
k=N,
n

1
< liminf — 1) < o0,
_%rg{gnkEN(warck 1) < 00
=ivV1

which implies that

(2.21) lim inf - > Ry <0,
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where

2
Rk:Ck—1+1/2—(1/4+6k—1)1/2: ((1/4+Ck:—1)1/2—1/2> , k>Nj.

But
2
Ry = ((1/4 + Ck—1)1/2 _ 1/2>2 ((1/4 4 Ck71)1/2 i 1/2)
((1/4 —+ Ck—1)1/2 + 1/2)2
= (Ck—1)2
((1/4+ cp—1)1/2 + 1/2)2,
and
(1/4—1—01%1)1/2 > 12, k> N
therefore,

Ck—1 Ck—1 Cr—1 1

Ry = — > - —
T4 T 16(1 A+ an) T 4 16 =

Now, summing up the above inequality from N7 to n then dividing both
sides of the resulting inequality by n, we get

1 & 1< (n— Ny +1)

- Rp> — -t

n Z k> an Z Ck—1 16n
k=N, k=N,

So that

1 ¢ 1 1
lim inf — > liminf — 1 —
il >, Rezlminf o ) aei -y
k:Nl k‘:Nl
which is impossible in view of (2.17) and (2.21). This completes the proof.
g

Next, by replacing condition (2.17) with

1 n
(2.22) lim sup — Z cp = 00,

n—oo N

and using similar arguments as in the proof of Theorem 2.3, the following
result can be proved.
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Theorem 2.4. Suppose that condition (2.22) holds and

n

o1
(2.23) hnnilcgf . ,;V [(n—k)qx — ck—1] > —o0.

Then equation (E) is oscillatory .

Remark 2.2. Theorems 2.2-2.4 and Corollary 2.3 are applicable ef-
fectively when (2.2) is not satisfied. Furthermore, Theorems 2.3 and 2.4
complete, partially, all the results of [3] that require the restriction

1 n
lim sup — ¢ < 0.
pnz k

n—oo

Theorem 2.5. If {¢,} is bounded, and there exist a real sequence
{A\n} and a positive integer m > 1 such that

(2.24)

(m)

n—oo 1

1 n
limsup —— Z(n — k:)(m)qk > )\, for every sufficiently large s
k=s

and

oo

(2.25) S = o,

where A" = max{\, 0}, then equation (E) is oscillatory.

PROOF. As in the proofs of Theorems 2.1 and 2.3, one can easily
see that (2.20) holds. Then w, — 0 as n — oo (since ¢, is bounded).
Consequently, (1.9) implies

1 n
(2.26) lim — > (n+1-k)m Dy, =0.
n—oo n\m
k=N

Dividing both sides of (2.4) by n{™) taking the upper limit as n — oo and
using (2.26), we have

1 n
(2.27) wy > Ay + liminf — Z (n — k)™

k

wi
)
Wk + Cr—1
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then (2.18) holds and w,, > A, for all n > N. But (w,, +¢,,—1) is bounded,
there exists a real number M > 0 such that

2 2
Wi Wi
—£ k>N
wy + o1 M -
hence
2 )\-‘r 2
Wi > (M%) ’ k>N,
Wk + Cr—1 M
which, in view of (2.25), implies that
o w2 0
00 > 27]“2 Z(/\Z_)Q:OO'
i Wk + Ccr-1 =N
This apparent contradiction, completes the proof. O

Remark 2.3. Theorem 2.5 when ¢, = 1 and m > 1 is the discrete
analogue of a known result due to PHILOS [17] for equation (Eq). It, also,
improves Theorem 2 of [15] especially when ¢,, > 0 eventually.

Some General Remarks. 1. The results of this paper are obtained in
a form which is essentially new and are independent of those of [19].
2. For the sake of completeness, it is of interest to investigate the oscillatory
behavior of equation (E) when the limit in condition (2.1) approaches —oc.

Acknowledgement. The authors are grateful to the refree for his/her
helpful comment.
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