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On (0; 1) Pál-type interpolation with boundary conditions

By MARGIT LÉNÁRD (Kuwait)

Abstract. Let the set of the knots

−1 = xn < x∗n < xn−1 < x∗n−1 < · · · < x1 < x∗1 < x0 = 1 (n ≥ 2)

be given on the interval [−1, 1]. Find a polynomial Qm(x) of minimal degree satisfying
the (0;1) interpolation properties

Qm(xi) = yi (i = 1, . . . , n− 1),

Q′m(x∗i ) = y′i (i = 1, . . . , n),

with the boundary conditions

Q
(j)
m (1) = αj (j = 0, . . . , k),

Q
(j)
m (−1) = βj (j = 0, . . . , l),

where yi, y′i, αj , βj are given real numbers, and k, l are fixed non-negative integers.
In this paper the existence and uniqueness of the polynomial Qm(x) is proved if

the inner nodal points {xi}n−1
i=1 and {x∗i }n

i=1 are the roots of the Jacobi polynomials

P
(k+1,l)
n−1 (x) and P

(k,l−1)
n (x), respectively. Explicit formulae for the fundamental poly-

nomials of interpolation are given. Convergence and approximation theorems are also
proved.

Recently many authors investigated the Pál-type interpolation, in which the nodal
points {xi}n

i=0 are the roots of ωn+1(x) and {x∗i }n
i=1 are the roots of ω′n+1(x). The

polynomial Qm(x) will be a modified Pál-type interpolational polynomial, because the

knots x0, x1, . . . , xn are the roots of ω(x) = (1 − x)k+1(1 + x)lP
(k+1,l)
n−1 (x), and the

knots x∗0, x∗1, . . . , x∗n, x∗n+1, (x∗0 = −1, x∗n+1 = 1) are the roots of ω′(x).
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1. Introduction

In 1975 L. G. Pál [9] has introduced a modification of the Hermite–
Fejér interpolation, in which the function values and the first derivatives
are prescribed on two interscaled systems of nodal points {xi}n

i=1 and
{x∗i }n−1

i=1 , that is

(1.1) −∞ < x1 < x∗1 < x2 < · · · < xn−1 < x∗n−1 < xn < +∞,

where

ωn(x) = (x− x1) . . . (x− xn) and ω′n(x) = n(x− x∗1) . . . (x− x∗n−1).

He proved that for any given systems of real numbers

{yk}n
k=1 and {y′k}n−1

k=1 ,

there exists a polynomial Q2n−1(x) of minimal degree (2n − 1) satisfying
the following interpolational properties

(1.2)
Q2n−1(xk) = yk (k = 1, . . . , n),

Q′
2n−1(x

∗
k) = y′k (k = 1, . . . , n− 1).

This interpolational polynomial is not uniquely determined, hence for
the uniqueness an additional condition is recommended. Introducing the
additional condition Q2n−1(x0) = 0 at an additional knot x0 6= xk

(k = 1, . . . , n) Pál proved the uniqueness and gave an explicit formula
for it.

Following Pál’s idea many authors investigated this kind of interpola-
tion and they called it Pál-type interpolation. In 1992 Xie [17] presented a
new explicit formula of Pál-type interpolation on the interval [−1, 1] with
the additional knot x∗n, where x∗n is equal to one of the nodal points xk

(k = 1, . . . , n). Earlier, in 1985 Eneduanya [1] investigated the special
case when

(1.3) ωn(x) = −n(n− 1)
∫ x

−1

Pn−1(t) dt = (1− x2)P ′n−1(x),

where Pn(x) is the Legendre polynomial of degree n with the usual normal-
ization Pn(1) = 1. For the uniqueness Eneduanya used also the additional
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nodal point x∗n = −1. Szili [15] investigated the Pál-type interpolation
on the roots of the Hermite-polynomials with the additional point x0 = 0.
Both Eneduanya and Szili gave explicit formulae and proved approxima-
tion theorems. Joó and Szabó [6] gave a common generalization of the
classical Fejér interpolation [2] and Pál interpolation. Szili [14] stud-
ied the inverse Pál interpolational problem on the roots of the integrated
Legendre polynomials. Recently Joó and Pál ([4], [5]) investigated the
lacunary (0; 0, 1) interpolation on the roots of Jacobi polynomials and their
derivatives, respectively. Sebestyén ([10], [11]) studied the same problem
on the roots of Hermite polynomials and gave a completion of the Pál-type
(0; 0, 1) lacunary interpolation.

In this paper the following problem is investigated:
Let the set of the knots

(1.4) −1 = xn < x∗n < xn−1 < x∗n−1 < · · · < x1 < x∗1 < x0 = 1 (n ≥ 1)

be given on the interval [−1, 1]. Find a polynomial Qm(x) of minimal
degree satisfying the (0; 1) interpolation properties

(1.5)
Qm(xi) = yi (i = 1, . . . , n− 1),

Q′m(x∗i ) = y′i (i = 1, . . . , n),

with the boundary conditions

(1.6)
Q(j)

m (x0) = Q(j)
m (1) = αj (j = 0, . . . , k),

Q(j)
m (xn) = Q(j)

m (−1) = βj (j = 0, . . . , l),

where yi, y′i, αj , βj are given real numbers, and k, l are fixed non-negative
integers.

As the polynomial Qm(x) satisfies 2n + k + l + 1 conditions due to
(1.5) and (1.6), so the expected minimal degree is m = 2n + k + l.

In Section 2 we give explicit formulae for the fundamental polyno-
mials of interpolation and prove an existence and uniqueness theorem. In
Section 2 we give an estimate for |f(x)−Qm(x)| on [−1, 1], if f ∈ Cr[−1, 1]
and the knots (1.4) are the roots of appropriate ultraspherical polynomi-
als. As the Legendre polynomial Pn(x) (Pn(1) = 1) is an ultraspherical
polynomial with the parameter α = 0, the interpolation on the knots (1.3)
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investigated by Eneduanya is a special case of our interpolational proce-
dure with k = 0, l = 1. Eneduanya [1] proved that for f ∈ Cr[−1, 1],
x ∈ [−1, 1]

|f(x)−Q2n+1(f ; x)| = O(1)n−r+ 3
2 log nω

(
f (r);

1
n

)
,

where O(1) is independent of n and x. Xie [16] improved this result: for
f ∈ Cr[−1, 1], x ∈ [−1, 1]

|f(x)−Q2n+1(f ; x)| = O(1)n−r+1ω

(
f (r);

1
n

)
,

which implies the uniform convergence if f(x) is continuously differentiable
on [−1, 1]. Now we can prove the uniform convergence of the interpola-
tional procedure on [−1, 1] if f ∈ Ck+1[−1, 1] for k = 1.

2. The existence and uniqueness

In what follows, we will use the notations: for fixed integers k = 0,
l > 0 let

(2.1) ω∗n(x) = P (k,l−1)
n (x) and ωn−1(x) = ω∗n

′(x),

where P
(k,l−1)
n (x) is the Jacobi polynomial of degree n with the normal-

ization P
(k,l−1)
n (1) =

(
n+k

n

)
, and let

(2.2) %(x) = (1− x)k+1(1 + x)l.

It is known that (see [13])

(2.3) P (k,l−1)′
n (x) =

n + k + l

2
P

(k+1,l)
n−1 (x)

and P
(k,l−1)
n (x) satisfies the differential equation

(2.4)
(1− x2)P (k,l−1)′′

n (x) +
[
l − k − 1− (k + l + 1)x

]
P (k,l−1)′

n (x)

+n(n + k + l)P (k,l−1)
n (x) = 0.

Let the set of the knots be given by

(2.5) −1 = xn < x∗n < xn−1 < x∗n−1 < · · · < x1 < x∗1 < x0 = 1 (n ≥ 1),
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where {xi}n−1
i=1 and {x∗i }n

i=1 are the roots of ωn−1(x) and ω∗n(x), respec-
tively.

By the differential equation (2.4) we get
[
%(x)ωn−1(x)

]′ = −n(n + k + l)(1− x)k(1 + x)l−1ω∗n(x)

and for any function q(x), differentiable at x∗i

(2.6)
[
%(x)ωn−1(x)q(x)

]′
x=x∗i

= %(x∗i )ωn−1(x∗i )q
′(x∗i ).

We will denote by lj(x) and l∗j (x) the fundamental polynomials of Lagrange
interpolation on the knots {xi}n−1

i=1 and {x∗i }n
i=1, respectively, that is

(2.7) lj(x) =
ωn−1(x)

ω′n−1(xj)(x− xj)
, and l∗j (x) =

ω∗n(x)
ω∗n

′(x∗j )(x− x∗j )
.

Lemma 2.1. On the knots in (2.5) the fundamental polynomials of
interpolation are

Aj(x) =
%(x)

%(xj)(1 + xj)ω∗n(xj)

×
[
(1 + x)ω∗n(x)lj(x)− ωn−1(x)

∫ x

−1

(1 + t)lj(t) dt
]

(2.8)

(j = 1, . . . , n− 1);

(2.9) Bj(x) =
%(x)ωn−1(x)

%(x∗j )ωn−1(x∗j )

∫ x

−1

l∗j (t) dt (j = 1, . . . , n);

Cj(x) = (1− x)j(1 + x)l+1ωn−1(x)ω∗n(x)pj(x)

+ %(x)ωn−1(x)
∫ x

−1

−(1 + t)ωn−1(t)pj(t) + qj(t)ω∗n(t)
(1− t)k+1−j

dt(2.10)

(j = 0, . . . , k), where pj(x) and qj(x) are uniquely determined polynomials
of degree 5 k − j;

Dj(x) = (1− x)k+1(1 + x)jωn−1(x)ω∗n(x)p̃j(x)

+ %(x)ωn−1(x)
∫ x

−1

−ωn−1(t)p̃j(t) + q̃j(t)ω∗n(t)
(1 + t)l−j

dt(2.11)
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(j = 0, . . . , l), where p̃j(x) and q̃j(x) are uniquely determined polynomials

of degree 5 l−j and l−j−1, respectively. The polynomials Aj(x), Bj(x),
Cj(x) and Dj(x) are of degree at most 2n + k + l.

Proof. By the definition of the functions Aj(x), Bj(x), Cj(x) and
Dj(x) it is clear that they are polynomials of degree 2n + k + l.

Using lj(xi) = δi,j and l∗j (x∗i ) = δi,j and (2.6), it is easy to verify that

Aj(xi) = δj,i (i = 1, . . . , n− 1), A′j(x
∗
i ) = 0 (i = 1, . . . , n),

A
(s)
j (1) = 0 (s = 0, . . . , k), A

(s)
j (−1) = 0 (s = 0, . . . , l),

for j = 1, . . . , n− 1;

Bj(xi) = 0 (i = 1, . . . , n− 1), B′
j(x

∗
i ) = δi,j (i = 1, . . . , n),

B
(s)
j (1) = 0 (s = 0, . . . , k), B

(s)
j (−1) = 0 (s = 0, . . . , l),

for j = 1, . . . , n;

Cj(xi) = 0 (i = 1, . . . , n− 1), C ′j(x
∗
i ) = 0 (i = 1, . . . , n),

C
(s)
j (1) = δj,s (s = 0, . . . , j − 1), C

(s)
j (−1) = 0 (s = 0, . . . , l),

for j = 0, . . . , k. Now let us write the polynomial pj(x) from (2.10) in the
form

pj(x) = a
(j)
0 + a

(j)
1 (1− x) + · · ·+ a

(j)
k−j(1− x)k−j .

From the equations
{

C
(j)
j (1) = 1

C
(s)
j (1) = 0 (s = j + 1, . . . , k)

the coefficients of pj(x) can be determined easily and uniquely. The inte-
grand in (2.10) is a polynomial, if for s = 0, . . . , k − j

ds

dxs

[
(1 + x)ωn−1(x)pj(x)− qj(x)ω∗n(x)

]
x=1

= 0.

As the coefficients of the polynomial pj(x) have already been determined,
the unknown coefficients of the polynomial qj(x) can also be determined
uniquely from these equations.
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In a similar way it can be shown that for j = 0, . . . , l

Dj(xi) = 0 (i = 1, . . . , n− 1), D′
j(x

∗
i ) = 0 (i = 1, . . . , n),

D
(s)
j (1) = 0 (s = 0, . . . , k), D

(s)
j (−1) = δj,s (s = 0, . . . , l).

¤

Theorem 1 (Existence and uniqueness). If {yi}n−1
i=1 , {y′i}n

i=1, {αj}k
j=0,

{βj}l
j=0 are given real numbers, k ≥ 0, l > 0 are arbitrary fixed integers,

then on the nodal points (2.5) there exists a unique polynomial Qm(x) of

degree at most m = 2n + k + l satisfying the equations (1.5) and (1.6).
The polynomial Qm(x) can be written in the form

(2.12) Qm(x) =
n−1∑

i=1

yiAi(x) +
n∑

i=1

y′iBi(x) +
k∑

j=0

αjCj(x) +
l∑

j=0

βjDj(x),

where Ai(x), Bi(x), Cj(x) and Dj(x) are defined in Lemma 2.1.

Proof. By Lemma 2.1 it is clear that the polynomial (2.12) satisfies
the conditions of the theorem, which proves the existence of interpolational
polynomial Qm(x).

For the uniqueness we assume that there is another polynomial Q∗m(x)
of degree 5 m which also satisfies the equations (1.5) and (1.6). Then the
polynomial

Rm(x) = Qm(x)−Q∗
m(x)

satisfies the equations Rm(xi) = 0 (i = 1, . . . , n− 1) and

R(s)
m (1) = 0 (s = 0, . . . , k), R(s)

m (−1) = 0 (s = 0, . . . , l − 1),

so it can be written in the form

Rm(x) = %(x)ωn−1(x)gn(x),

where gn(x) is a polynomial of degree at most n. Furthermore, from the
equations R′m(x∗i ) = 0 (i = 1, . . . , n) we get by (2.6)

R′m(x∗i ) = %(x∗i )ωn−1(x∗i )g
′
n(x∗i ) = 0,
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that is g′n(x∗i ) = 0 for i = 1, . . . , n. It is possible only in the case g′n(x) ≡ 0,
that is gn(x) ≡ c constant, hence

Rm(x) = c%(x)ωn(x).

But also the equation R
(l)
m (−1) = 0 is to be satisfied, so the constant c = 0,

that is Rm(x) ≡ 0, which proves the uniqueness. ¤

3. The convergence

In this section we will prove the convergence of the interpolational
procedure, if k = l− 1 = 0, that is the knots {xi}n−1

i=1 and {x∗i }n
i=1 are the

roots of the ultraspherical polynomials P
(k+1)
n−1 (x) and P

(k)
n (x), respectively.

We will need the following results and estimates on the ultraspherical
polynomials P

(α)
n (x) = P

(α,α)
n (x) (α > −1, n = 1) (see [13]):

(3.1) P (α)
n (x) = (−1)nP (α)

n (−x);

from (2.4)

(3.2) (1−x2)P (α)′′
n (x)− 2(α +1)xP (α)′

n (x)+ n(n +2α +1)P (α)
n (x)= 0;

and

|P (α)
n (x)| = O

(
nα

)
x ∈ [−1, 1],(3.3)

(1− x2)
α
2 + 1

4 |P (α)
n (x)| = O

(
1√
n

)
x ∈ [−1, 1],(3.4)

where O(n) is independent of x.
If ξ1, . . . , ξn are the roots of P

(α)
n (x) then we have the asymptotical

relations

1− ξ2
j ∼





j2

n2
(ξj = 0)

(n− j)2

n2
(ξj < 0)

(3.5)

|P (α)′
n (ξj)| ∼





nα+2

jα+ 3
2

(ξj = 0)

nα+2

(n− j)α+ 3
2

(ξj < 0)
(3.6)
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where an ∼ bn means that |an| = O(bn) and |bn| = O(an). If `j(x) de-
notes the fundamental polynomial of Lagrange interpolation on the knots
ξ1, . . . , ξn which corresponds to the knot ξj , then (see [13], [7])

`j(x) =
P

(α)
n (x)

P
(α)′
n (ξj)(x− ξj)

(3.7)

= W (α)
n · 1

(1− ξ2
j )[P (α)′

n (ξj)]2

n−1∑
ν=0

1

h
(α)
ν

P (α)
ν (ξj)P (α)

ν (x)

where

W (α)
n = 22α Γ2(n + α + 1)

Γ(n + 1)Γ(n + 2α + 1)
∼ C1(3.8)

h(α)
ν =

22α+1

2ν + 2α + 1
Γ2(ν + α + 1)

Γ(ν + 1)Γ(ν + 2α + 1)

{
∼

1
ν

(ν > 0)

= C2 (ν = 0)
(3.9)

where the constants C1, C2 depend only on α.

Lemma 3.1. For the ultraspherical polynomial P
(α)
n (x) (α > −1,

n = 1) on the interval [−1, 1]

(1− x2)
α
2 + 1

4

∣∣∣
∫ x

−1

P (α)
n (t) dt

∣∣∣ = O
(
nα−2 + n−

3
2
)
,(3.10)

(1− x2)
α
2 + 1

4

∣∣∣
∫ x

−1

(1 + t)P (α+1)
n (t) dt

∣∣∣ = O
(
n−

3
2 + nα−3

)
(3.11)

where O(n) is independent of x.

Proof. Integrating the differential equation (3.2) we get
∫ x

−1

P (α)
n (t) dt =

1
n(n + 2α + 1) + 2α

×
[
2αxP (α)

n (x)− (1− x2)P (α)′
n (x) + 2αP (α)

n (−1)
]
,

and applying the estimates (3.3), (3.4) and

P (α)′
n (x) =

n + 2α + 1
2

P
(α+1)
n−1 (x)
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we get (3.10).
Integrating the second integral by parts we get

(1− x2)
α
2 + 1

4

∫ x

−1

(1 + t)P (α+1)
n (t) dt

=
2

n + 2α + 2

[
(1 + x)(1− x2)

α
2 + 1

4 P
(α)
n+1(x)− (1− x2)

α
2 + 1

4

∫ x

−1

P
(α)
n+1(t) dt

]
.

Now applying (3.4) and (3.10) we get the estimate (3.11). ¤
Lemma 3.2. If k = l−1 = 1, n = 2 the Lebesgue function of the first

kind fundamental polynomials (2.8) satisfies

(3.12)
n−1∑

j=1

(1− x2
j )|Aj(x)| =

{
O

(
n log n

)
(k = 1)

O
(
nk− 1

2
)

(k = 2)

for all x ∈ [−1, 1] where O(n) is independent of x.

Proof. If k = l − 1, substituting (2.1), (2.2) and (2.3) into (2.8) we
get for j = 1, . . . , n− 1

Aj(x) =
(1− x2)k+1(1 + x)P (k)

n (x)

(1− x2
j )k+1(1 + xj)P

(k)
n (xj)

lj(x)

− (n + 2k + 1)(1− x2)k+1P
(k+1)
n−1 (x)

2(1− x2
j )k+1(1 + xj)P

(k)
n (xj)

∫ x

−1

(1 + t)lj(t) dt

= Aj,1(x) + Aj,2(x)

From (3.2) with α = k and by (2.3)

P (k)
n (xj) = −1− x2

j

2n
P

(k+1)′

n−1 (xj),

hence applying (3.7) with α = k + 1 we get

(1−x2
j )Aj,1(x) = −2n

(1−xj)(1+x)(1−x2)
k
2 + 1

4 P
(k)
n (x)

(1− x2
j )

3k
2 + 15

4
[
P

(k+1)′
n−1 (xj)

]3 W
(k+1)
n−1

×
n−2∑
ν=0

1

h
(k+1)
ν

(1− x2
j )

k
2 + 3

4 P (k+1)
ν (xj)(1− x2)

k
2 + 3

4 P (k+1)
ν (x),(3.13)
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and in a similar way

(1−x2
j )Aj,2(x)=

n(n+2k+1)(1−xj)(1−x2)
k
2 + 3

4 P
(k+1)
n−1 (x)

(1− x2
j )

3k
2 + 15

4
[
P

(k+1)′
n−1 (xj)

]3 W
(k+1)
n−1

×
n−2∑
ν=0

1

h
(k+1)
ν

(1− x2
j )

k
2 + 3

4 P (k+1)
ν (xj)(1− x2)

k
2 + 1

4(3.14)

×
∫ x

−1

(1 + t)P (k+1)
ν (t) dt

where we applied again (3.7) with α = k + 1. Using (3.5) and (3.6) with
P

(k+1)
n−1 (x) we get

(3.15)
1

(1− x2
j )

3k
2 + 15

4 |P (k+1)′
n−1 (xj)|3

= O
(
n−

3
2
)

(n = 2)

hence for k = 1 applying (3.4), (3.11) and (3.15)

(1− x2
j )|Aj,1(x)| = O(1)n

1√
n

n−
3
2

(
C1 +

n−2∑
ν=1

ν
1√
ν

1√
ν

)
= O(1)

and

(1− x2
j )|Aj,2(x)| = O(1)n2 1√

n
n−

3
2

(
C2 +

n−2∑
ν=1

ν
1√
ν

(ν−
3
2 + νk−3)

)

=
{

O(log n) (k = 1)

O
(
nk− 3

2
)

(k = 2)

where the constants C1, C2 are independent of x, n. Taking the sum for j

we get the statement of the lemma. ¤

Lemma 3.3. If k = l − 1 = 1, n = 2, the Lebesgue function of the

second kind fundamental polynomials (2.9) satisfies for all x ∈ [−1, 1]

(3.16)
n∑

j=1

|Bj(x)| = O
(
nk− 1

2
)

(k = 1)

where O(n) is independent of x.
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Proof. For k = l − 1 using (2.3) and (3.7) we can write (2.9) in the
following form

Bj(x) =
(1− x2)k+1ωn−1(x)

(1− x∗2j )k+1ωn−1(x∗j )

∫ x

−1

l∗j (t) dt

=
n + 2k + 1

2
(1− x2)

k
2 + 3

4 P
(k+1)
n−1 (x)

(1− x∗2j )
3k
2 + 9

4
[
P

(k)′
n (x∗j )

]3 ·W (k)
n

×
n−1∑
ν=0

1

h
(k)
ν

(1− x∗2j )
k
2 + 1

4 P (k)
ν (x∗j )(1− x2)

k
2 + 1

4

∫ x

−1

P (k)
ν (t) dt.

Using (3.5) and (3.6) with P
(k)
n (x) we get

1

(1− x∗2j )
3k
2 + 9

4 |P (k)′
n (x∗j )|3

= O
(
n−

3
2
)
,

and applying (3.4), (3.8), (3.9) and Lemma 3.1 in a similar way as in
Lemma 3.2 we get the estimates

|Bj(x)| = O
(
nk− 3

2
)

(k = 1).

Finally, taking the sum for j = 1, . . . , n our statement is proved. ¤
Theorem 2. Let k = 0 be a fixed integer, m = 2n+2k+1, and let the

knots {xi}n−1
i=1 and {x∗i }n

i=1 be the roots of the ultraspherical polynomials

P
(k+1)
n−1 (x) and P

(k)
n (x), respectively. If f ∈ Cr[−1, 1] (r = k + 1, n =

2r − k + 2), then the interpolational polynomial

Qm(x; f) =
n−1∑

i=1

f(xi)Ai(x) +
n∑

i=1

f ′(x∗i )Bi(x)

+
k∑

j=0

f (j)(1)Cj(x) +
k+1∑

j=0

f (j)(−1)Dj(x)(3.17)

with the fundamental polynomials given in Lemma 2.1 satisfies

|f(x)−Qm(x; f)| = ω(f (r);
1
n

)

{
O

(
n−r+1

)
(k = 0)

O
(
nk−r+ 1

2
)

(k = 1)

for x ∈ [−1, 1].
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Proof. For k = 0 we refer to the proof of the theorem of Xie [16]
and we prove the statement for k = 1. Let f ∈ Cr[−1, 1], then by the
theorem of Gopengauz [3] for every m = 4r +5 there exists a polynomial
pm(x) of degree at most m such that for j = 0, . . . , r

|f (j)(x)− p(j)
m (x)| 5 Mr,j

(√
1− x2

m

)r−j

ω

(
f (r);

√
1− x2

m

)
,

where ω
(
f (r); ·) denotes the modulus of continuity of the function f (r)(x)

and the constants Mr,j depend only on r and j. Moreover,

f (j)(±1) = p(j)
m (±1) (j = 0, . . . , r).

Hence for x ∈ [−1, 1]

|f(x)−Qm(x; f)| 5 |f(x)− pm(x)|+|pm(x)−Qm(x; f)| 5 |f(x)−pm(x)|

+
n−1∑

i=1

|f(xi)− pm(xi)| |Ai(x)|+
n∑

i=1

|f ′(x∗i )− p′m(x∗i )| |Bi(x)|

5 Mr,0
1
nr

ω

(
f (r);

1
n

) (
1 +

n−1∑

i=1

(1− x2
i )|Ai(x)|

)

+ Mr,1
1

nr−1
ω

(
f (r);

1
n

) n∑

i=1

|Bi(x)|

Applying (3.12) and (3.16) we get

|f(x)−Qm(x; f)| = O(1)
1
nr

(
1 + αn + nk−1− 1

2
)
ω

(
f (r);

1
n

)

where αn = n log n or nk− 1
2 , according to k = 1 and k = 2, which com-

pletes the proof for k = 1. ¤
As a corollary of Theorem 2 we can state the following convergence

theorem:

Theorem 3. Let k = 0 be a fixed integer, m = 2n+2k +1, n = k +4,
and let the knots {xi}n−1

i=1 and {x∗i }n
i=1 be the roots of the ultraspherical

polynomials P
(k+1)
n−1 (x) and P

(k)
n (x), respectively. If f ∈ Ck+1[−1, 1], then

Qm(x; f) described in (3.17) uniformly converges to f(x) on [−1, 1] as
n →∞.
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