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Abstract. The paper deals with a block sequence defined by

$$
X_{n}=\left(\frac{x_{1}}{x_{n}}, \frac{x_{2}}{x_{n}}, \ldots, \frac{x_{n}}{x_{n}}\right)
$$

where $x_{n}$ is an increasing sequence of positive integers. We discuss the set of all distribution functions of such sequences.

## 1. Introduction

For every $n=1,2, \ldots$, let

$$
X_{n}=\left(x_{n, 1}, \ldots, x_{n, N_{n}}\right)
$$

be a finite sequence in $[0,1]$. The infinite sequence

$$
\omega=\left(x_{1,1}, \ldots, x_{1, N_{1}}, x_{2,1}, \ldots, x_{2, N_{2}} \ldots\right)
$$

abbreviated as $\omega=\left(X_{n}\right)_{n=1}^{\infty}$, will be called a block sequence associated with the sequence of single blocks $X_{n}, n=1,2, \ldots$. We will distinguish
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between block sequences and sequences of individual blocks. These sequences are the main tool for constructing sequences with given distribution properties. In the literature various types were published.
I. J. Schoenberg [14] introduced and studied the asymptotic distribution function (abbreviating a.d.f.) of $X_{n}$ with $N_{n}=n$. For the definition see Section 2. He gave some criteria and mentioned a result of G. Pólya that

$$
X_{n}=\left(\frac{n}{1}, \frac{n}{2}, \ldots, \frac{n}{n}\right) \bmod 1
$$

has a.d.f. $g(x)=\int_{0}^{1} \frac{1-t^{x}}{1-t} \mathrm{~d} t$. E. HLAWKA in the monograph [4, p. 57-60], called sequences of single blocks $X_{n}$, for $N_{n}=n$, double sequences and, for general $N_{n}, N_{n}$-double sequences. As examples he included a proof of uniform distribution (abbreviating u.d.) for

$$
X_{n}=\left(\frac{1}{n}, \frac{2}{n}, \ldots, \frac{n}{n}\right), \quad \text { and } \quad X_{n}=\left(\frac{1}{n}, \frac{a_{2}}{n}, \ldots, \frac{a_{\phi(n)}}{n}\right),
$$

where $a_{1}=1<a_{2}<\cdots<a_{\phi(n)}, \operatorname{gcd}\left(a_{i}, n\right)=1$ and $\phi(n)$ denotes Euler's function. U.d. for related block sequences $\omega=\left(X_{n}\right)_{n=1}^{\infty}$ is given in the monograph of L. Kuipers and H. Niederreiter [6, Lemma 4.1, Example 4.1, p. 136]. G. Myerson [8, p. 172] called a sequence of blocks $X_{n}$ (without any ordering in $X_{n}$ ) a sequence of sets. The same terminology is used by H. Niederreiter in his book [9]. Myerson called the associated block sequence $\omega$ ( $X_{n}$ with some order) an underlying sequence and established criteria for u.d. of $X_{n}$. The sequence of single blocks $X_{n}$ with $N_{n}=n$ is also called a triangular array. R. F. Tichy [20] gave some examples of u.d. of such $X_{n}$.

Let $x_{n}$ be an increasing sequence of positive integers. Extending a result of S. Knapowski [5], Š. Porubsky, T. Šalát and O. Strauch [10] have investigated a sequence of blocks $X_{n}$ of the type

$$
X_{n}=\left(\frac{1}{x_{n}}, \frac{2}{x_{n}}, \ldots, \frac{x_{n}}{x_{n}}\right) .
$$

They obtained a complete theory for the uniform distribution of the related block sequence $\omega=\left(X_{n}\right)_{n=1}^{\infty}$.

In this paper we will consider a sequence of blocks $X_{n}, n=1,2, \ldots$, with blocks

$$
X_{n}=\left(\frac{x_{1}}{x_{n}}, \frac{x_{2}}{x_{n}}, \ldots, \frac{x_{n}}{x_{n}}\right) .
$$

The associated block sequence $\omega=\left(X_{n}\right)_{n=1}^{\infty}$ denoted as $x_{m} / x_{n}, m=$ $1, \ldots, n, n=1,2, \ldots$, is also called the ratio sequence of $x_{n}$. Everywhere density of $x_{m} / x_{n}$ was first investigated by T. ŠaLÁt [12]. The set of limit points of $x_{m} / x_{n}$ is characterized in J. Bukor and J. T. Tóth [2]. In [19] the authors prove that the lower asymptotic density of $x_{n}$ greater than $1 / 2$ implies everywhere density of $x_{m} / x_{n}$ in $[0, \infty)$.

The main object of study is the set $G\left(X_{n}\right)$ of all distribution functions of the sequence of single blocks $X_{n}$. Occasionally, we also consider the set $G(\omega)$ of all distribution functions of the block sequence $\omega=\left(X_{n}\right)_{n=1}^{\infty}$. The study of the set of distribution functions of a given point-sequence was initiated by J. G. van der Corput [21]. He has given a characterization for this set which was formulated by R. Winkler [22] in the following general setting: It is nonempty, closed and connected in the weak topology, and consists either of one or of infinitely many functions. Further results can be found in [18].

In this paper we prove that if $g(x) \in G\left(X_{n}\right)$, then $\alpha g(x \beta) \in G\left(X_{n}\right)$ for some $\alpha$ and $\beta$. This shows that everywhere continuity on $(0,1]$ for all $g \in G\left(X_{n}\right)$ follows from continuity at 1 . We derive a limit which implies connectivity of $G\left(X_{n}\right)$, and also find a region that contains all graphs of $g \in G\left(X_{n}\right)$ assuming positive lower asymptotic density of $x_{n}$. We give the upper bound $1 / 2$ for the minimum of the first moment of $g \in G\left(X_{n}\right)$ and we characterize a singleton $G\left(X_{n}\right)=\{g(x)\}$ as $g(x)=x^{\lambda}$, where $0 \leq \lambda \leq 1$. For a singleton $G\left(X_{n}\right)$ we have $G(\omega)=G\left(X_{n}\right)$. As an application, we solve a problem of S. Róka [11]. The paper concludes with some examples containing an explicit formula for $G\left(X_{n}\right)$.

## 2. Basic definitions

2.1. A function $g:[0,1] \rightarrow[0,1]$ will be called a distribution function (abbreviated d.f.) if the following conditions are satisfied:
(i) $g(0)=0, g(1)=1$, and
(ii) $g$ is nondecreasing.

We will identify any two distribution functions $g, \tilde{g}$ coinciding at common points of continuity, or equivalently, if $g(x)=\tilde{g}(x)$ a.e. on $[0,1]$.
2.2. A point $\beta \in[0,1]$ is called a point of increase (or a point of the spectrum) of d.f. $g(x)$ if $g(x)>g(\beta)$ for every $x>\beta$ or $g(x)<g(\beta)$ for every $x<\beta, x \in[0,1]$.
2.3. Let $y_{n}, n=1,2, \ldots$, be an infinite sequence of points in $[0,1]$. For an initial segment $y_{1}, y_{2}, \ldots, y_{N}$ define a step d.f. $F_{N}(x)$ as

$$
F_{N}(x)=\frac{\#\left\{n \leq N ; y_{n}<x\right\}}{N}
$$

for $x \in[0,1)$, and $F_{N}(1)=1$.
2.4. A d.f. $g$ is a d.f. of the sequence $y_{n}$ if there exists an increasing sequence of positive integers $N_{1}, N_{2}, \ldots$ such that

$$
\lim _{k \rightarrow \infty} F_{N_{k}}(x)=g(x)
$$

a.e. on $[0,1]$.
2.5. Denote by $G\left(y_{n}\right)$ the set of all d.f. of the sequence $y_{n}$. We call $G\left(y_{n}\right)$ the distribution of $y_{n}$.
2.6. D.f. $\underline{g}(x)$ is the lower d.f. of $y_{n}$ if $\underline{g}(x)=\inf _{g \in G\left(y_{n}\right)} g(x)$ and d.f. $\bar{g}(x)$ is the upper d.f. of $y_{n}$ if $\bar{g}(x)=\sup _{g \in G\left(y_{n}\right)} g(x)$. These $\underline{g}(x)$ and $\bar{g}(x)$ need not be elements of $G\left(y_{n}\right)$.
2.7. If $G\left(y_{n}\right)=\{g\}$, then the sequence $y_{n}$ is said to have the asymptotic distribution function (for short a.d.f.) $g(x)$. In this case

$$
\lim _{N \rightarrow \infty} F_{N}(x)=g(x)
$$

a.e. on $[0,1]$. If $g(x)=x$, then the sequence $y_{n}$ is said to be uniformly distributed (abbreviated u.d.) in $[0,1]$.
2.8. Now, let $y_{n}$ be a block sequence $\omega=\left(X_{n}\right)_{n=1}^{\infty}$ composed of blocks $X_{n}=\left(x_{n, 1}, \ldots, x_{n, N_{n}}\right)$. The set $G(\omega)$ of all d.f. of $\omega$ is defined in 2.5.
2.9. For the block sequence $\omega$ we can use not only the step d.f. $F_{N}(x)$ defined in 2.3 , but also a step d.f. $F\left(X_{n}, x\right)$ associated with the sequence of individual blocks $X_{n}$, defined as

$$
F\left(X_{n}, x\right)=\frac{\#\left\{i \leq N_{n} ; x_{n, i}<x\right\}}{N_{n}}
$$

for $x \in[0,1)$ and $F\left(X_{n}, 1\right)=1$.
2.10. A d.f. $g$ is a d.f. of the sequence of single blocks $X_{n}$, if there exists an increasing sequence of positive integers $n_{1}, n_{2}, \ldots$ such that

$$
\lim _{k \rightarrow \infty} F\left(X_{n_{k}}, x\right)=g(x)
$$

a.e. on $[0,1]$.
2.11. Denote by $G\left(X_{n}\right)$ the set of all d.f. of the sequence of single blocks $X_{n}$.
2.12. If $G\left(X_{n}\right)=\{g\}$, we say that $g(x)$ is the a.d.f. of $X_{n}$. If $g(x)=x$, the sequence of blocks $X_{n}$ is said to be u.d. in [0,1], i.e. $X_{n}$ is u.d. if

$$
\lim _{n \rightarrow \infty} F\left(X_{n}, x\right)=x
$$

for all $x \in[0,1]$.
2.13. In what follows, let $x_{n}$ be an increasing sequence of positive integers and let

$$
X_{n}=\left(\frac{x_{1}}{x_{n}}, \frac{x_{2}}{x_{n}}, \ldots, \frac{x_{n}}{x_{n}}\right) .
$$

The block sequence $\omega=\left(X_{n}\right)_{n=1}^{\infty}$ composed of blocks $X_{n}$ is denoted by $x_{m} / x_{n}, m=1, \ldots, n, n=1,2, \ldots$ and is called, as above, the ratio sequence of $x_{n}$. In this case write $G\left(x_{m} / x_{n}\right)$ instead of $G(\omega)$.
2.14. For $x_{n}$ we define a counting function $A(t)$ as

$$
A(t)=\#\left\{n \in \mathbb{N} ; x_{n}<t\right\}
$$

further the lower asymptotic density $\underline{d}$ and the upper asymptotic density $\bar{d}$ are defined as

$$
\underline{d}=\liminf _{t \rightarrow \infty} \frac{A(t)}{t}=\liminf _{n \rightarrow \infty} \frac{n}{x_{n}}, \quad \bar{d}=\limsup _{t \rightarrow \infty} \frac{A(t)}{t}=\limsup _{n \rightarrow \infty} \frac{n}{x_{n}} .
$$

2.15. We will specify the following type of d.f.:
one-jump d.f. $c_{u}:[0,1] \rightarrow[0,1]$, where $c_{u}(0)=0, c_{u}(1)=1$, and

$$
c_{u}(x)= \begin{cases}0, & \text { if } x \in[0, u), \\ 1, & \text { if } x \in(u, 1)\end{cases}
$$

2.16. We will abbreviate the interval $(x z, y z)$ as $(x, y) z$ and $(x / z, y / z)$ as $(x, y) / z$.

## 3. Basic properties of $G\left(X_{n}\right)$

Using

$$
x_{i}<x x_{m} \Longleftrightarrow x_{i}<\left(x \frac{x_{m}}{x_{n}}\right) x_{n}
$$

and that these inequalities imply $i<m$, it directly follows from Definition 2.9 of $F\left(X_{n}, x\right)$ that

$$
\begin{equation*}
F\left(X_{m}, x\right)=\frac{n}{m} F\left(X_{n}, x \frac{x_{m}}{x_{n}}\right), \tag{1}
\end{equation*}
$$

for every $m \leq n$ and $x \in[0,1)$. Using the Helly selection principle from the sequence ( $m, n$ ) we can select a subsequence $\left(m_{k}, n_{k}\right)$ such that $F\left(X_{n_{k}}\right) \rightarrow$ $g(x), F\left(X_{m_{k}}\right) \rightarrow \tilde{g}(x)$ as $k \rightarrow \infty$, furthermore $x_{m_{k}} / x_{n_{k}} \rightarrow \beta$ and $m_{k} / n_{k} \rightarrow$ $\alpha$, but $\alpha$ may be infinity. These limits have the following connection.

Proposition 3.1. Let $m_{k}$ and $n_{k}$ be two increasing integer sequences satisfying $m_{k} \leq n_{k}$, for $k=1,2, \ldots$ and assume that
(i) $\lim _{k \rightarrow \infty} F\left(X_{n_{k}}, x\right)=g(x)$ a.e.,
(ii) $\lim _{k \rightarrow \infty} F\left(X_{m_{k}}, x\right)=\tilde{g}(x)$ a.e.,
(iii) $\lim _{k \rightarrow \infty} \frac{x_{m_{k}}}{x_{n_{k}}}=\beta>0$,
(iv) $g(\beta-0)>0$.

Then there exists $\lim _{k \rightarrow \infty} \frac{n_{k}}{m_{k}}=\alpha<\infty$ such that

$$
\begin{equation*}
\tilde{g}(x)=\alpha g(x \beta) \text { a.e. on }[0,1] \text {, and } \alpha=\frac{\tilde{g}(1-0)}{g(\beta-0)} \text {. } \tag{2}
\end{equation*}
$$

Proof. Firstly we prove

$$
\begin{equation*}
\lim _{k \rightarrow \infty} F\left(X_{n_{k}}, x \frac{x_{m_{k}}}{x_{n_{k}}}\right)=g(x \beta) . \tag{3}
\end{equation*}
$$

Denoting $\beta_{k}=x_{m_{k}} / x_{n_{k}}$ and substituting $u=x \beta_{k}$, we find

$$
\begin{aligned}
0 & \leq \int_{0}^{1}\left(F\left(X_{n_{k}}, x \beta_{k}\right)-g\left(x \beta_{k}\right)\right)^{2} \mathrm{~d} x=\frac{1}{\beta_{k}} \int_{0}^{\beta_{k}}\left(F\left(X_{n_{k}}, u\right)-g(u)\right)^{2} \mathrm{~d} u \\
& \leq \frac{1}{\beta_{k}} \int_{0}^{1}\left(F\left(X_{n_{k}}, u\right)-g(u)\right)^{2} \mathrm{~d} u \rightarrow 0
\end{aligned}
$$

which leads to $\left(F\left(X_{n_{k}}, x \beta_{k}\right)-g\left(x \beta_{k}\right)\right) \rightarrow 0$ a.e. as $k \rightarrow \infty$ (here necessarily $\beta>0$ ). Furthermore,

$$
\begin{aligned}
\int_{0}^{1} & \left(F\left(X_{n_{k}}, x \beta_{k}\right)-g(x \beta)\right)^{2} \mathrm{~d} x \\
& =\int_{0}^{1}\left(F\left(X_{n_{k}}, x \beta_{k}\right)-g\left(x \beta_{k}\right)+g\left(x \beta_{k}\right)-g(x \beta)\right)^{2} \mathrm{~d} x \\
& \leq 2\left(\int_{0}^{1}\left(F\left(X_{n_{k}}, x \beta_{k}\right)-g\left(x \beta_{k}\right)\right)^{2} \mathrm{~d} x+\int_{0}^{1}\left(g\left(x \beta_{k}\right)-g(x \beta)\right)^{2} \mathrm{~d} x\right) .
\end{aligned}
$$

Since $g(x)$ is continuous a.e. on $[0,1]$ then $\left(g\left(x \beta_{k}\right)-g(x \beta)\right) \rightarrow 0$ a.e. and applying the Lebesgue theorem of dominant convergence we find $\int_{0}^{1}\left(g\left(x \beta_{k}\right)-\right.$ $g(x \beta))^{2} \mathrm{~d} x \rightarrow 0$. This gives (3). The existence of the limit $\lim _{k \rightarrow \infty} \frac{n_{k}}{m_{k}}=$ $\alpha<\infty$ follows from (1) and (iv). Now, let $t_{n} \in[0,1)$ increases to 1 and $\tilde{g}(x)$ be continuous in $t_{n}$. Then $g(x \beta)$ is also continuous in $t_{n}$ and $\tilde{g}\left(t_{n}\right)=\alpha g\left(t_{n} \beta\right)$ for $n=1,2, \ldots$. The limit of this equation gives the desired form of $\alpha$.

The relation $\tilde{g}(x)=\alpha g(x \beta)$ will be written as $\alpha g(x \beta) \in G\left(X_{n}\right)$. Proposition 3.1 gives the following properties of $G\left(X_{n}\right)$ which are formulated without the knowledge of limit points of $x_{m} / x_{n}$.

Theorem 3.2. For every $g \in G\left(X_{n}\right)$ and every $\beta \in(0,1]$ the following holds.
(I) If $g(x)$ increases and is continuous in $\beta$ with $g(\beta)>0$, then there exists $1 \leq \alpha<\infty$ such that

$$
\begin{equation*}
\alpha g(x \beta) \in G\left(X_{n}\right) . \tag{4}
\end{equation*}
$$

(II) If $\beta$ is a point of discontinuity of $g(x)$ with $g(\beta+0)-g(\beta-0)=h>0$, then there exists a closed interval $I \subset[0,1]$, with length $|I| \geq h$ such that for every $\frac{1}{\alpha} \in I$ we have (4).
Proof. (I) Let $F\left(X_{n_{k}}, x\right) \rightarrow g(x)$ a.e. as $k \rightarrow \infty$. If $g(x)$ increases in $\beta$, then $\beta$ is an accumulation point of $x_{m} / x_{n_{k}}, m=1,2, \ldots, n_{k}, k=$ $1,2, \ldots$ and thus we can find $m_{k}$ such that $x_{m_{k}} / x_{n_{k}} \rightarrow \beta$. Helly's theorem gives that from $\left(m_{k}, n_{k}\right)$ we can select $\left(m_{k}^{\prime}, n_{k}^{\prime}\right)$ such that $F\left(X_{m_{k}^{\prime}}, x\right) \rightarrow$ $\tilde{g}(x)$ a.e. as $k \rightarrow \infty$. This and $g(\beta)>0$ gives $n_{k}^{\prime} / m_{k}^{\prime} \rightarrow \alpha<\infty$.
(II) Let $F\left(X_{n_{k}}, x\right) \rightarrow g(x)$ a.e. and $\varepsilon_{k} \rightarrow 0, \varepsilon_{k}>0$, as $k \rightarrow \infty$. Let $\beta_{l}<\beta<\beta_{l}^{\prime},\left(\beta_{l}^{\prime}-\beta_{l}\right) \rightarrow 0$ as $l \rightarrow \infty$ and every $\beta_{l}, \beta_{l}^{\prime}$ are continuity points
of $g(x)$. Denote by $\underline{m}\left(n_{k}\right)=\min i$ and $\bar{m}\left(n_{k}\right)=\max i$ for $i$ satisfying $\frac{x_{i}}{x_{n_{k}}} \in\left(\beta_{l}, \beta_{l}^{\prime}\right)$. For a given $\varepsilon_{k}$ we find sufficiently large $l$ such that $\mid g\left(\beta_{l}^{\prime}\right)-$ $g\left(\beta_{l}\right)-h \left\lvert\,<\frac{\varepsilon_{k}}{2}\right.$. From $n_{k}$ we select $n_{k}^{\prime}$ such that $\left\lvert\, \frac{\bar{m}\left(n_{k}^{\prime}\right)-\underline{m}\left(n_{k}^{\prime}\right)}{n_{k}^{\prime}}-\left(g\left(\beta_{l}^{\prime}\right)-\right.\right.$ $\left.g\left(\beta_{l}\right)\right) \left\lvert\,<\frac{\varepsilon_{k}}{2}\right.$. This gives $\left|\frac{\bar{m}\left(n_{k}^{\prime}\right)-m\left(n_{k}^{\prime}\right)}{n_{k}^{\prime}}-h\right|<\varepsilon_{k}$ for every $k$. Thus we see that the interval $\left[\frac{m\left(n_{k}^{\prime}\right)}{n_{k}^{\prime}}, \frac{\bar{m}\left(n_{k}^{\prime}\right)}{n_{k}^{\prime}}\right] \subset[0,1]$ has length sufficiently close to $h$ and may vary in $[0,1]$. We then select $n_{k}^{\prime \prime}$ from $n_{k}^{\prime}$ such that

$$
\left[\frac{\underline{m}\left(n_{k}^{\prime \prime}\right)}{n_{k}^{\prime \prime}}, \frac{\bar{m}\left(n_{k}^{\prime \prime}\right)}{n_{k}^{\prime \prime}}\right] \rightarrow[\gamma, \delta] .
$$

We see that $\delta-\gamma=h$ and for every $\frac{1}{\alpha} \in[\gamma, \delta]$ there exists $m_{k}^{\prime \prime} \in$ $\left[\underline{m}\left(n_{k}^{\prime \prime}\right), \bar{m}\left(n_{k}^{\prime \prime}\right)\right]$ such that $\frac{m_{k}^{\prime \prime}}{n_{k}^{\prime \prime}} \rightarrow \frac{1}{\alpha}$ as $k \rightarrow \infty$. Putting $m=m_{k}^{\prime \prime}$ and $n=n_{k}^{\prime \prime}$ in (1) and by taking limits we find (4).

For some $G\left(X_{n}\right)$ all d.f. are of the form (4), more precisely:
Theorem 3.3. Assume that all d.f. in $G\left(X_{n}\right)$ are continuous at 0 . Then $c_{1}(x) \notin G\left(X_{n}\right)$ and for every $\tilde{g} \in G\left(X_{n}\right)$ and every $1 \leq \alpha<\infty$ there exists $g \in G\left(X_{n}\right)$ and $0<\beta \leq 1$ such that

$$
\tilde{g}(x)=\alpha g(x \beta) \text { a.e. }
$$

Proof. Let $F\left(X_{m_{k}}, x\right) \rightarrow \tilde{g}(x)$ a.e. as $k \rightarrow \infty$. For any $\alpha \in[1, \infty)$ we can find a sequence $n_{k}$ such that $m_{k}<n_{k}$ and $n_{k} / m_{k} \rightarrow \alpha$. From $\left(m_{k}, n_{k}\right)$ we select a subsequence ( $m_{k}^{\prime}, n_{k}^{\prime}$ ) such that $F\left(X_{n_{k}^{\prime}}, x\right) \rightarrow g(x)$ a.e. and then a subsequence $\left(m_{k}^{\prime \prime}, n_{k}^{\prime \prime}\right)$ of $\left(m_{k}^{\prime}, n_{k}^{\prime}\right)$ such that $\frac{x_{m_{k}^{\prime \prime}}}{x_{n_{k}^{\prime \prime}}} \rightarrow \beta$. Since $F\left(X_{n_{k}^{\prime \prime}}, x \frac{x_{m_{k}^{\prime \prime}}}{x_{n_{k}^{\prime \prime}}}\right) k=1,2, \ldots$ is the sequence of d.f., then we can select ( $m_{k}^{\prime \prime \prime}, n_{k}^{\prime \prime \prime}$ ) from ( $m_{k}^{\prime \prime}, n_{k}^{\prime \prime}$ ) such that

$$
F\left(X_{n_{k}^{\prime \prime \prime}}, x \frac{x_{m_{k}^{\prime \prime \prime}}}{x_{n_{k}^{\prime \prime \prime}}}\right) \rightarrow h(x) .
$$

The limit of (1) gives $\tilde{g}(x)=\alpha h(x)$. Furthermore, for every $0<\beta^{\prime} \leq 1$ we have $F\left(X_{n_{k}^{\prime \prime \prime}}, x \beta^{\prime}\right) \rightarrow g\left(x \beta^{\prime}\right)$ and since

$$
F\left(X_{n_{k}^{\prime \prime \prime}}, x \frac{x_{m_{k}^{\prime \prime \prime}}}{x_{n_{k}^{\prime \prime \prime}}}\right) \leq F\left(X_{n_{k}^{\prime \prime \prime}}, x \beta^{\prime}\right)
$$

(for sufficiently large $k$ ) we find $h(x) \leq g\left(x \beta^{\prime}\right)$. Hence, assuming that $\beta=0$ and from continuity of $g(x)$ at 0 we have $h(x)=0$ which gives $\tilde{g}(x)=c_{1}(x)$, a contradiction. Thus, $\beta>0$ and we can use limit (3)

$$
F\left(X_{n_{k}^{\prime \prime \prime}}, x \frac{x_{m_{k}^{\prime \prime \prime}}}{x_{n_{k}^{\prime \prime \prime}}}\right) \rightarrow g(x \beta)
$$

which gives $\tilde{g}(x)=\alpha g(x \beta)$ a.e. on $[0,1]$.
Using a mapping $[0,1]^{2} \rightarrow[0,1]^{2}$ defined by $(x, y) \rightarrow(x / \beta, y \alpha)$ (as in [15, Figure 4), the graph of $\alpha g(x \beta)$ can viewed as a linear expansion of the graph of the restricted function $g \mid[0, \beta)$ by the following figure

Figure 1.

We shall write this mapping as $g \mid[0, \beta) \rightarrow \alpha g(x \beta)$.

## 4. Continuity of $g \in G\left(X_{n}\right)$

If all $g \in G\left(X_{n}\right)$ are everywhere continuous on $[0,1]$, then relation (4) is of the form

$$
\begin{equation*}
\frac{g(x \beta)}{g(\beta)} \in G\left(X_{n}\right) . \tag{5}
\end{equation*}
$$

As a criterion for continuity of all $g \in G\left(X_{n}\right)$ we can adapt the WienerSchoenberg theorem (cf. [6, p. 55]), but here we give the following simple sufficient condition.

Theorem 4.1. Assume that all d.f. in $G\left(X_{n}\right)$ are continuous at 1 . Then all d.f. in $G\left(X_{n}\right)$ are continuous on ( 0,1 ], i.e. the only discontinuity point may be 0 .

Proof. Assume that $x_{m_{k}} / x_{n_{k}} \rightarrow \beta$ and $F\left(X_{n_{k}}, x\right) \rightarrow g(x)$ as $k \rightarrow \infty$. If from $\left(m_{k}, n_{k}\right)$ we can select two sequences $\left(m_{k}^{\prime}, n_{k}^{\prime}\right)$ and ( $m_{k}^{\prime \prime}, n_{k}^{\prime \prime}$ ) such that $n_{k}^{\prime} / m_{k}^{\prime} \rightarrow \alpha_{1}$ and $n_{k}^{\prime \prime} / m_{k}^{\prime \prime} \rightarrow \alpha_{2}$ with a finite $\alpha_{1} \neq \alpha_{2}$, then $\alpha_{1} g(x \beta), \alpha_{2} g(x \beta) \in G\left(X_{n}\right)$ and thus one of such d.f. $\tilde{g}(x)$ must be discontinuous at 1 (it holds also for $g$ continuous at $\beta$ ). Thus, assuming that $G\left(X_{n}\right)$ has only continuous d.f. at 1 , the limits $x_{m_{k}} / x_{n_{k}} \rightarrow \beta>0$ and $F\left(X_{n_{k}}, x\right) \rightarrow g(x)$ imply the convergence of $n_{k} / m_{k}$. Thus, by Theorem 3.2, $g(x)$ cannot have a discontinuity point in $(0,1]$.

There is a simple criterion for continuity at 1 .
Proposition 4.2. Denote

$$
\bar{d}(\varepsilon)=\limsup _{n \rightarrow \infty} \frac{\#\left\{i \leq n ;(1-\varepsilon) x_{n}<x_{i}<x_{n}\right\}}{n} .
$$

Every $g \in G\left(X_{n}\right)$ is continuous at 1 if and only if

$$
\lim _{\varepsilon \rightarrow 0} \bar{d}(\varepsilon)=0
$$

Proof. By Definition 2.9, $\bar{d}(\varepsilon)=\lim \sup _{n \rightarrow \infty}\left(1-F\left(X_{n}, 1-\varepsilon\right)\right)$. Assume that $F\left(X_{n_{k}}, x\right) \rightarrow g(x)$ a.e. and $g(x)$ has a jump of size $h$ in 1, i.e. $1-g(1-\varepsilon) \geq h$ for every $\varepsilon>0$. This implies

$$
\begin{equation*}
1-F\left(X_{n_{k}}, 1-\varepsilon\right)>h-\varepsilon_{0} \tag{6}
\end{equation*}
$$

for arbitrary $\varepsilon_{0}>0$ and $k \geq k_{0}$ and thus $\bar{d}(\varepsilon) \geq h-\varepsilon_{0}$.
On the other hand, if $\lim \sup _{\varepsilon \rightarrow 0} \bar{d}(\varepsilon)=h>0$, then for every $\varepsilon_{k}>0$, $\varepsilon_{k} \rightarrow 0$, we have $\bar{d}\left(\varepsilon_{k}\right) \geq h$. We can select $n_{k}$ such that $1-F\left(X_{n_{k}}, 1-\varepsilon_{k}\right)>$ $h-\varepsilon_{0}$ for every $k$ which implies (6) for every $\varepsilon>0$ and $k \geq k_{0}$. Then choose $n_{k}^{\prime}$ in $n_{k}$ such that $F\left(X_{n_{k}^{\prime}}, x\right) \rightarrow g(x)$, where $g(x)$ has a jump at 1 .

Similar condition holds for continuity at 0 .

## 5. Connectivity of $G\left(X_{n}\right)$

As we have mentioned in the introduction, for a usual sequence $y_{n}$ the set $G\left(y_{n}\right)$ of all d.f. of $y_{n}$ is nonempty, closed and connected in the weak topology, and consists either of one or infinitely many functions. The closedness of $G\left(X_{n}\right)$ is clear, but connectivity of $G\left(X_{n}\right)$ is open. A general block sequence $Y_{n}$ with non-connected $G\left(Y_{n}\right)$ can be found trivially. For our special $X_{n}$ we have only the following sufficient condition.

Theorem 5.1. If

$$
\begin{aligned}
& \text { (7) } \lim _{n \rightarrow \infty}\left(\frac{1}{n(n+1)} \sum_{i=1}^{n+1} \sum_{j=1}^{n}\left|\frac{x_{i}}{x_{n+1}}-\frac{x_{j}}{x_{n}}\right|\right. \\
& \left.\quad-\frac{1}{2(n+1)^{2}} \sum_{i, j=1}^{n+1}\left|\frac{x_{i}}{x_{n+1}}-\frac{x_{j}}{x_{n+1}}\right|-\frac{1}{2 n^{2}} \sum_{i, j=1}^{n}\left|\frac{x_{i}}{x_{n}}-\frac{x_{j}}{x_{n}}\right|\right)=0
\end{aligned}
$$

then $G\left(X_{n}\right)$ is connected in the weak topology.
Proof. The connection follows from the limit

$$
\lim _{n \rightarrow \infty} \int_{0}^{1}\left(F\left(X_{n+1}, x\right)-F\left(X_{n}, x\right)\right)^{2} \mathrm{~d} x=0
$$

since by a theorem of H . G. Barone [1] if $t_{n}$ is a sequence in a metric space ( $X, \rho$ ) satisfying
(i) any subsequence of $t_{n}$ contains a convergent subsequence and
(ii) $\lim _{n \rightarrow \infty} \rho\left(t_{n}, t_{n+1}\right)=0$,
then the set of all limit points of $t_{n}$ is connected. Next we use the expression

$$
\begin{gather*}
\int_{0}^{1}(g(x)-\tilde{g}(x))^{2} \mathrm{~d} x=\int_{0}^{1} \int_{0}^{1}|x-y| \mathrm{d} g(x) \mathrm{d} \tilde{g}(y)  \tag{8}\\
-\frac{1}{2} \int_{0}^{1} \int_{0}^{1}|x-y| \mathrm{d} g(x) \mathrm{d} g(y)-\frac{1}{2} \int_{0}^{1} \int_{0}^{1}|x-y| \mathrm{d} \tilde{g}(x) \mathrm{d} \tilde{g}(y) .
\end{gather*}
$$

Putting $g(x)=F\left(X_{n+1}, x\right)$ and $\tilde{g}(x)=F\left(X_{n}, x\right)$ we get the desired limit.

As a consequence we have:

Theorem 5.2. If $\lim _{n \rightarrow \infty} \frac{x_{n}}{x_{n+1}}=1$, then $G\left(X_{n}\right)$ is connected.
Proof. After some manipulation, (7) follows from

$$
\lim _{n \rightarrow \infty}\left(\frac{1}{n x_{n}} \sum_{i=1}^{n} x_{i}\right)\left(1-\frac{x_{n}}{x_{n+1}}\right)=0 .
$$

## 6. $G\left(X_{n}\right)$ and an asymptotic density of $x_{n}$

Since

$$
\#\left\{i \leq n ; x_{i} / x_{n}<x\right\}=\#\left\{i \in \mathbb{N} ; x_{i}<x x_{n}\right\}
$$

comes directly from the definitions $F\left(X_{n}, x\right)$ and $A(t)$ we have

$$
\begin{equation*}
\frac{F\left(X_{n}, x\right) n}{x x_{n}}=\frac{A\left(x x_{n}\right)}{x x_{n}} \tag{9}
\end{equation*}
$$

for every $x \in[0,1]$. This gives
Proposition 6.1. Assume for a sequence $n_{k}, k=1,2, \ldots$ that
(i) $\lim _{k \rightarrow \infty} F\left(X_{n_{k}}, x\right)=g(x)$ a.e.,
(ii) $\lim _{k \rightarrow \infty} \frac{n_{k}}{x_{n_{k}}}=d_{1}$.

Then there exists a $d_{2}(x)$ such that $\lim _{k \rightarrow \infty} \frac{A\left(x x_{n_{k}}\right)}{x x_{n_{k}}}=d_{2}(x)$ and

$$
\begin{equation*}
\frac{g(x)}{x} d_{1}=d_{2}(x) \tag{10}
\end{equation*}
$$

a.e. on $[0,1]$.

As a consequence we have:

## Theorem 6.2.

(i) If $\bar{d}>0$, then there exits $g \in G\left(X_{n}\right)$ such that $g(x) \leq x$ for every $x \in[0,1]$.
(ii) If $\underline{d}>0$, then there exits $g \in G\left(X_{n}\right)$ such that $g(x) \geq x$ for every $x \in[0,1]$.
(iii) If $\underline{d}>0$, then for every $g \in G\left(X_{n}\right)$ we have

$$
\begin{equation*}
(\underline{d} / \bar{d}) x \leq g(x) \leq(\bar{d} / \underline{d}) x \tag{11}
\end{equation*}
$$

for every $x \in[0,1]$.
(iv) If $\underline{d}>0$, then every $g \in G\left(X_{n}\right)$ is everywhere continuous in $[0,1]$.
(v) If $\underline{d}>0$, then for every limit point $\beta>0$ of $x_{m} / x_{n}$ there exist $g \in G\left(X_{n}\right)$ and $0 \leq \alpha<\infty$ such that $\alpha g(x \beta) \in G\left(X_{n}\right)$.

Proof. (i) Assume that $n_{k} / x_{n_{k}} \rightarrow \bar{d}$ as $k \rightarrow \infty$. Select a subsequence $n_{k}^{\prime}$ of $n_{k}$ such that $F\left(X_{n_{k}^{\prime}}, x\right) \rightarrow g(x)$ a.e. on $[0,1]$. Since $d_{2}(x) \leq \bar{d}$ a.e., (10) gives $(g(x) / x) \bar{d} \leq \bar{d}$ a.e., which leads to $g(x) \leq x$ a.e. and implies $g(x) \leq x$ for every $x \in[0,1]$.
(ii) Similarly to (i), let $n_{k} / x_{n_{k}} \rightarrow \underline{d}$ as $k \rightarrow \infty$. Select a subsequence $n_{k}^{\prime}$ of $n_{k}$ such that $F\left(X_{n_{k}^{\prime}}, x\right) \rightarrow g(x)$ a.e. on $[0,1]$. Since $d_{2}(x) \geq \underline{d}$ a.e., (10) implies $(g(x) / x) \underline{d} \geq \underline{d}$ a.e. again, which gives $g(x) \geq x$ a.e., whence, $g(x) \geq x$ everywhere on $x \in[0,1]$.
(iii) For any $g \in G\left(X_{n}\right)$ there exists $n_{k}$ such that $F\left(X_{n_{k}}, x\right) \rightarrow g(x)$ a.e. From $n_{k}$ we can choose a subsequence $n_{k}^{\prime}$ such that $n_{k}^{\prime} / x_{n_{k}^{\prime}} \rightarrow d_{1}$. Using (10) and the fact that $\underline{d} \leq d_{1} \leq \bar{d}$ and $\underline{d} \leq d_{2} \leq \bar{d}$ we have $(g(x) / x) \underline{d} \leq \bar{d}$ and $(g(x) / x) \bar{d} \geq \underline{d}$ a.e. If $\underline{d}>0$, these inequalities are valid for every $x \in(0,1]$.
(iv) Continuity of $g \in G\left(X_{n}\right)$ at 1 follows from Proposition 4.2 , since

$$
\bar{d}(\varepsilon) \leq \limsup _{n \rightarrow \infty}(1-\varepsilon) \frac{x_{n}}{n}=\frac{1-\varepsilon}{\underline{d}} .
$$

Applying Theorem 4.1, we have continuity of $g$ in $(0,1]$. Continuity at 0 follows from (11).
(v) It follows from the fact that if $\underline{d}>0$ and $\lim _{k \rightarrow \infty} x_{m_{k}} / x_{n_{k}}=\beta>0$ for $m_{k}<n_{k}$, then $\lim \sup _{k \rightarrow \infty} n_{k} / m_{k}<\infty$. More precisely, if we pick $\left(m_{k}^{\prime}, n_{k}^{\prime}\right)$ from $\left(m_{k}, n_{k}\right)$ such that $n_{k}^{\prime} / m_{k}^{\prime} \rightarrow \alpha$, then

$$
\begin{equation*}
\frac{\underline{d}}{\overline{\bar{d} \beta}} \leq \alpha \leq \frac{\bar{d}}{\underline{d \beta} \beta} . \tag{12}
\end{equation*}
$$

This is so because if we select $\left(m_{k}^{\prime \prime}, n_{k}^{\prime \prime}\right)$ from $\left(m_{k}^{\prime}, n_{k}^{\prime}\right)$ such that $n_{k}^{\prime \prime} / x_{n_{k}^{\prime \prime}} \rightarrow$ $d_{1}$ and $m_{k}^{\prime \prime} / x_{m_{k}^{\prime \prime}} \rightarrow d_{2}$, then, by

$$
\frac{n_{k}^{\prime \prime}}{m_{k}^{\prime \prime}}=\frac{\frac{n_{k}^{\prime \prime}}{x_{n_{k}^{\prime \prime}}^{\prime \prime}} x_{n_{k}^{\prime \prime}}}{\frac{m_{k}^{\prime \prime}}{x_{m_{k}^{\prime \prime}}} x_{m_{k}^{\prime \prime}}}
$$

we see $\alpha=d_{1} /\left(d_{2} \beta\right)$.
Thus, in the case $\underline{d}>0$, the graph $g(x)$ of any distribution function of $X_{n}$ lies in the following region.

Figure 2.

From Figure 2 we see

## Theorem 6.3.

(i) If $\underline{d}=\bar{d}>0$ then $G\left(X_{n}\right)=\{x\}$.
(ii) If $\underline{d}>0$, then
a) $g(x)>0$ for every $x \in(0,1]$;
b) $g(x)$ has positive Dini derivatives at 0 .
c) $c_{\alpha}(x) \notin G\left(X_{n}\right)$ for every $\alpha \in[0,1]$.

## 7. First moment of $g \in G\left(X_{n}\right)$

For a computation of the first moment we use the following expressions:

$$
\begin{gathered}
\int_{0}^{1} x \mathrm{~d} g(x)=1-\int_{0}^{1} g(x) \mathrm{d} x, \quad \int_{0}^{1} x \mathrm{~d} F\left(X_{n}, x\right)=\frac{1}{n x_{n}} \sum_{i=1}^{n} x_{i}, \\
\int_{0}^{1} F\left(X_{n}, x\right) \mathrm{d} x=\frac{1}{n x_{n}} \sum_{i=1}^{n-1} i\left(x_{i+1}-x_{i}\right) .
\end{gathered}
$$

Theorem 7.1. For every strictly increasing sequence $x_{n}$ of positive integers we have

$$
\begin{equation*}
\max _{g \in G\left(X_{n}\right)} \int_{0}^{1} g(x) \mathrm{d} x \geq \frac{1}{2}, \tag{13}
\end{equation*}
$$

or in equivalent forms

$$
\begin{gather*}
\limsup _{n \rightarrow \infty} \frac{1}{n x_{n}} \sum_{i=1}^{n-1} i\left(x_{i+1}-x_{i}\right) \geq \frac{1}{2}  \tag{14}\\
\min _{g \in G\left(X_{n}\right)} \int_{0}^{1} x \mathrm{~d} g(x) \leq \frac{1}{2}, \quad \liminf _{n \rightarrow \infty} \frac{1}{n x_{n}} \sum_{i=1}^{n} x_{i} \leq \frac{1}{2} . \tag{15}
\end{gather*}
$$

Proof. We prove (14). In what follows, let $t_{i}=x_{i+1}-x_{i}$ for $i=$ $1,2, \ldots$ Putting $t_{i}^{\prime}=t_{i}+1$ and $t_{j}^{\prime}=t_{j}-1$ for some $i<j$ and $t_{k}^{\prime}=t_{k}$ for $k=1,2, \ldots, n-1$, we have

$$
\sum_{i=1}^{n-1} t_{i}^{\prime}=\sum_{i=1}^{n-1} t_{i}=x_{n}-x_{1}, \quad \frac{1}{n x_{n}} \sum_{i=1}^{n-1} i t_{i}^{\prime}<\frac{1}{n x_{n}} \sum_{i=1}^{n-1} i t_{i} .
$$

Define the following algorithm which, for every $n \geq 2$, produces a sequence $t_{i}^{(n)}, i=1,2, \ldots, n-1$.

1) For $n=2, t_{1}^{(2)}=t_{1}$;
2) For $n=3, t_{1}^{(3)}=t_{1}+t_{2}-1$ and $t_{2}^{(3)}=1$;
3) Assume that for $n-1$ we have $t_{i}^{(n-1)}, i=1,2, \ldots, n-2$, for $n$ we put $t_{i}^{\prime}=t_{i}^{(n-1)}, i=1,2, \ldots, n-2$, and $t_{n-1}^{\prime}=x_{n}-x_{n-1}$. The following steps produce new $t_{1}^{\prime}, \ldots, t_{n-1}^{\prime}$.
(a) If there exists $k, 1 \leq k<n-1$, such that $t_{1}^{\prime}=t_{2}^{\prime}=\cdots=t_{k-1}^{\prime}>$ $t_{k}^{\prime}$ and $t_{n-1}^{\prime}>1$, then we put $t_{k}^{\prime}:=t_{k}^{\prime}+1, t_{n-1}^{\prime}:=t_{n-1}^{\prime}-1$ and $t_{i}^{\prime}:=t_{i}^{\prime}$ in all other cases.
(b) If such $k$ does not exists and $t_{n-1}^{\prime}>1$, then we put $t_{1}^{\prime}:=t_{1}^{\prime}+1$, $t_{n-1}^{\prime}:=t_{n-1}^{\prime}-1$ and $t_{i}^{\prime}:=t_{i}^{\prime}$ in all other cases.
In the $n$th step we will repeat (a) and (b) and the algorithm ended if $t_{n-1}^{\prime}=1$ and which gives the resulting $t_{1}^{(n)}:=t_{1}^{\prime}, \ldots, t_{n-1}^{(n)}:=t_{n-1}^{\prime}$. Thus,
the algorithm produces $t_{i}^{(n)}$ satisfying

$$
\sum_{i=1}^{n-1} t_{i}^{(n)}=x_{n}-x_{1}, \quad \frac{1}{n x_{n}} \sum_{i=1}^{n-1} i t_{i}^{(n)} \leq \frac{1}{n x_{n}} \sum_{i=1}^{n-1} i t_{i} .
$$

and having the form

$$
t_{1}^{(n)}=t_{2}^{(n)}=\cdots=t_{m}^{(n)}=D_{n}>t_{m+1}^{(n)} \geq t_{m+2}^{(n)}=t_{m+3}^{(n)}=\ldots t_{n-1}^{(n)}=1,
$$

or

$$
\begin{aligned}
t_{1}^{(n)}= & \cdots=t_{m}^{(n)}=D_{n}>t_{m+1}^{(n)}=\cdots=t_{m+k}^{(n)}=D_{n}-1 \\
& \geq t_{m+k+1}^{(n)}=\cdots=t_{n-1}^{(n)}=1 .
\end{aligned}
$$

There are two possibilities:
(I) $D_{n}$ is bounded;
(II) $D_{n} \rightarrow \infty$.
(I) Evidently, boudedness of $D_{n}$ implies $\underline{d}>0$ and Theorem 6.2 (ii) implies the existence of $g \in G\left(X_{n}\right)$ such that $g(x) \geq x$ for $x \in[0,1]$. This gives (13), since $\int_{0}^{1} g(x) \mathrm{d} x \geq \int_{0}^{1} x \mathrm{~d} x=\frac{1}{2}$.
(II) In this case there exists infinitely many $n$ for which $D_{n}>D_{n-1}$. For such $n$ the sequence $t_{i}^{(n)}, i=1,2, \ldots, n-1$ has the form

$$
\begin{aligned}
t_{1}^{(n)} & =t_{2}^{(n)}=\cdots=t_{m}^{(n)}=D_{n}>t_{m+1}^{(n)}=t_{m+2}^{(n)}=\cdots \\
& =t_{n-2}^{(n)}=D_{n}-1>t_{n-1}^{(n)}=1
\end{aligned}
$$

Summing it up

$$
\begin{equation*}
\frac{1}{n x_{n}} \sum_{i=1}^{n-1} i t_{i}^{(n)}=\frac{1}{2} \frac{\frac{m^{2}}{n^{2}}+O\left(\frac{m}{n^{2}}\right)+\left(\frac{D_{n}-1}{D_{n}}\right)\left(1-\frac{m^{2}}{n^{2}}+O\left(\frac{1}{n}\right)\right)}{\frac{m}{n}+\left(1-\frac{2+m}{n}\right)\left(\frac{D_{n}-1}{D_{n}}\right)+\frac{1}{n D_{n}}} . \tag{16}
\end{equation*}
$$

and selecting a subsequence $n_{k}$ of such $n$ such that $m_{k} / n_{k} \rightarrow \alpha$, the limit of (16) gives $1 / 2$ as $k \rightarrow \infty$ and for any $0 \leq \alpha \leq 1$.

Note that for $x_{n}=[\log n]$ we have $G\left(X_{n}\right)=\left\{c_{1}(x)\right\}$ and $\int_{0}^{1} c_{1}(x) \mathrm{d} x=0$, but in this case $x_{n}$ is not strictly increasing.

In some cases the first moment characterizes $G\left(X_{n}\right)$.

Theorem 7.2. Assume that all d.f. in $G\left(X_{n}\right)$ are continuous at 1 and that, for every $g \in G\left(X_{n}\right)$, we have $\int_{0}^{1} g(x) \mathrm{d} x=c$, where $c>0$ is a constant. Then
(i) If $g \in G\left(X_{n}\right)$ increases at every point $\beta \in(0,1)$, then $g(x)=x^{\frac{1-c}{c}}$ for every $x \in[0,1]$.
(ii) If $g \in G\left(X_{n}\right)$ is constant on $(\alpha, \beta) \subset(0,1]$, then $G\left(X_{n}\right)$ is a singleton and $g(x)=c_{0}(x)$ a.e. on $[0,1]$.
Proof. (i) By Theorem 4.1, such $g \in G\left(X_{n}\right)$ is continuous on $(0,1]$ and by (5) for every $\beta \in(0,1)$ we have $\frac{1}{g(\beta)} g(x \beta) \in G\left(X_{n}\right)$. Thus

$$
c=\int_{0}^{1} \frac{1}{g(\beta)} g(x \beta) \mathrm{d} x=\frac{1}{g(\beta) \beta} \int_{0}^{\beta} g(x) \mathrm{d} x .
$$

Using the equation $c g(\beta) \beta=\int_{0}^{\beta} g(x) \mathrm{d} x$ and the fact that the right-hand side is differentiable, we get $c\left(g(\beta)+g^{\prime}(\beta) \beta\right)=g(\beta)$, so

$$
\frac{g^{\prime}(\beta)}{g(\beta)}=\left(\frac{1-c}{c}\right) \frac{1}{\beta}
$$

and integration gives $g(x)=x^{(1-c) / c}$.
(ii) Assume that $0<\alpha<\beta<1$ and $g(x)$ increases in $\alpha$ and $\beta$. Then as in (i) we have

$$
\frac{1}{g(\alpha) \alpha} \int_{0}^{\alpha} g(x) \mathrm{d} x=\frac{1}{g(\beta) \beta} \int_{0}^{\beta} g(x) \mathrm{d} x .
$$

Expressing the right-hand side as $\frac{1}{g(\alpha) \beta}\left(\int_{0}^{\alpha} g(x) \mathrm{d} x+g(\alpha)(\beta-\alpha)\right)$ we get

$$
\frac{1}{g(\alpha) \alpha} \int_{0}^{\alpha} g(x) \mathrm{d} x=1
$$

Consequently, $c=1$ and thus $\int_{0}^{1} g(x) \mathrm{d} x=1$, which implies $g(x)=c_{0}(x)$, moreover, $G\left(X_{n}\right)=\left\{c_{0}(x)\right\}$.
8. Singleton $G\left(X_{n}\right)=\{g\}$

For general $G\left(X_{n}\right)$, the connection between $G\left(X_{n}\right)$ and $G\left(x_{m} / x_{n}\right)$ is open, but for singleton $G\left(X_{n}\right)$ we have

Theorem 8.1. If $G\left(X_{n}\right)=\{g\}$, then $G\left(x_{m} / x_{n}\right)=\{g\}$.
Proof. A proof of the theorem is the same as the proof of $[10$, Proposition 1, (ii)], since

$$
\lim _{n \rightarrow \infty} \frac{\left|X_{n}\right|}{\left|X_{1}\right|+\cdots+\left|X_{n}\right|}=\lim _{n \rightarrow \infty} \frac{n}{n(n+1) / 2}=0
$$

Theorem 7.2 indicates the following possibilities for a singleton $G\left(X_{n}\right)$. We give an alternative proof.

Theorem 8.2. Assume that $G\left(X_{n}\right)=\{g\}$. Then either
(i) $g(x)=c_{0}(x)$ for $x \in[0,1]$ or
(ii) $g(x)=x^{\lambda}$ for some $0<\lambda \leq 1$ and $x \in[0,1]$. Moreover,
(iii) if $\bar{d}>0$ then $g(x)=x$.

Proof. Let $G\left(X_{n}\right)=\{g\}$. We divide the proof into the following six steps.
(I) Applying Theorem 7.1, we get $\int_{0}^{1} g(x) \mathrm{d} x \geq \frac{1}{2}$ which implies $g(x) \neq c_{1}(x)$.
(II) $g$ must be continuous on $(0,1)$, since otherwise Theorem 3.2, for a discontinuity point $\beta \in(0,1)$, guarantees the existence of $\alpha_{1} \neq \alpha_{2}$ such that $\alpha_{1} g(x \beta)=\alpha_{2} g(x \beta)=g(x)$ a.e. which is a contradiction.
(III) Assume that $g(x)$ increases in every point $\beta \in(0,1)$. In this case relation (5) gives the well-known Cauchy equation $g(x) g(\beta)=g(x \beta)$ for a.e. $x, \beta \in[0,1]$ For a monotonic $g(x)$ the Cauchy equation has solutions only of the type $g(x)=x^{\lambda}$.
(IV) Assume that $g(x)$ has a constant value on the interval $(\gamma, \delta) \subset$ $[0,1]$. For $\beta \in(0,1]$ satisfying (i) $g(x)$ increases in $\beta$ and (ii) $g(\beta)>0$ the basic relation (4) gives $g(x)=\alpha g(x \beta)$ which implies that $g(x)$ has a constant value also on $\beta(\gamma, \delta)$ and if $\delta \leq \beta$ then also on $\beta^{-1}(\gamma, \delta)$. Thus, if $\left(\gamma_{i}, \delta_{i}\right), i \in \mathcal{I}$ is a system of all intervals (maximal under inclusion) in which $g(x)$ possesses constant values, then for every $i \in \mathcal{I}$ there exists $j \in \mathcal{I}$ such that $\beta\left(\gamma_{i}, \delta_{i}\right)=\left(\gamma_{j}, \delta_{j}\right)$ and vice-versa for every $j \in \mathcal{I}, \delta_{j} \leq \beta$, there exists $i \in \mathcal{I}$ such that $\beta^{-1}\left(\gamma_{j}, \delta_{j}\right)=\left(\gamma_{i}, \delta_{i}\right)$. This is true also for $\beta=\beta_{1}^{n_{1}} \beta_{2}^{n_{2}} \ldots$, where $\beta_{1}, \beta_{2}, \ldots$ satisfy (i) and (ii) and $n_{1}, n_{2}, \ldots \in \mathbb{Z}$. Thus, there exists $0<\theta<1$ such that every such $\beta$ has the form $\theta^{n}$, $n \in \mathbb{N}$. The end points $\gamma_{i}, \delta_{i}$ (without $\gamma_{i}=0$ ) satisfy (i) and (ii) and
thus the intervals $\left(\gamma_{i}, \delta_{i}\right)$ is of the form $\left(\theta^{n}, \theta^{n-1}\right), n=1,2, \ldots$ and all discontinuity points of $g(x)$ are $\theta^{n}, n=1,2, \ldots$, a contradiction with (II). For $g(x)=c_{0}(x)$ there exists no $\beta \in(0,1]$ satisfying (i) and (ii).
(V) We have the possibilities $g(x)=c_{0}(x)$ and $g(x)=x^{\lambda}$ for some $\lambda>0$. Applying Theorem 7.1 we have $\int_{0}^{1} g(x) \mathrm{d} x \geq 1 / 2$ which reduces $\lambda$ to $\lambda \leq 1$.
(VI) If $\bar{d}>0$, then by Theorem 6.2 , (i) must be $g(x) \leq x$ which is contrary to $x^{\lambda}>x$ for $\lambda<1$.

The possibilities (i), (ii) are achievable. Trivially, for $x_{n}=\left[n^{\lambda}\right]$, $G\left(X_{n}\right)=\left\{x^{1 / \lambda}\right\}$ and for $x_{n}$ satisfying $\lim _{n \rightarrow \infty} x_{n} / x_{n+1}=0$ we have $G\left(X_{n}\right)=\left\{c_{0}(x)\right\}$. Less trivially, every lacunary $x_{n}$, i.e. $x_{n} / x_{n+1} \leq \lambda<1$, gives $G\left(X_{n}\right)=\left\{c_{0}(x)\right\}$.

The following limit covers all of $G\left(X_{n}\right)=\{g\}$.
Theorem 8.3. The set $G\left(X_{n}\right)$ is a singleton if and only if

$$
\begin{align*}
& \lim _{m, n \rightarrow \infty}\left(\frac{1}{m n} \sum_{i=1}^{m} \sum_{j=1}^{n}\left|\frac{x_{i}}{x_{m}}-\frac{x_{j}}{x_{n}}\right|\right.  \tag{17}\\
& \left.\quad-\frac{1}{2 m^{2}} \sum_{i, j=1}^{m}\left|\frac{x_{i}}{x_{m}}-\frac{x_{j}}{x_{m}}\right|-\frac{1}{2 n^{2}} \sum_{i, j=1}^{n}\left|\frac{x_{i}}{x_{n}}-\frac{x_{j}}{x_{n}}\right|\right)=0 .
\end{align*}
$$

Proof. It follows directly from the limit

$$
\lim _{m, n \rightarrow \infty} \int_{0}^{1}\left(F\left(X_{m}, x\right)-F\left(X_{n}, x\right)\right)^{2} \mathrm{~d} x=0
$$

after applying (8) for $g(x)=F\left(X_{m}, x\right)$ and $\tilde{g}(x)=F\left(X_{n}, x\right)$.
Using the theory of statistically convergent sequences, we can characterize $x_{n}$ having $G\left(X_{n}\right)=\left\{c_{0}(x)\right\}$.

Theorem 8.4. $G\left(X_{n}\right)=\left\{c_{0}(x)\right\}$ if and only if any of the following limit relations holds.

$$
\begin{gather*}
\lim _{n \rightarrow \infty} \frac{1}{n x_{n}} \sum_{i=1}^{n} x_{i}=0  \tag{i}\\
\lim _{m, n \rightarrow \infty} \frac{1}{m n} \sum_{i=1}^{m} \sum_{j=1}^{n}\left|\frac{x_{i}}{x_{m}}-\frac{x_{j}}{x_{n}}\right|=0 . \tag{ii}
\end{gather*}
$$

Furthermore, any of (i) and (ii) implies $\bar{d}=0$.
Proof. (i) $\int_{0}^{1} x \mathrm{~d} g(x)=1-\int_{0}^{1} g(x) \mathrm{d} x=0$ only if $g(x)=c_{0}(x)$.
(ii) Here we adapt [17, Sect. 22]. Assume that $F\left(X_{m_{k}}, x\right) \rightarrow \tilde{g}(x)$ and $F\left(X_{n_{k}}, x\right) \rightarrow g(x)$ a.e. as $k \rightarrow \infty$. Riemann-Stieltjes integration yields

$$
\frac{1}{m_{k} n_{k}} \sum_{i=1}^{m_{k}} \sum_{j=1}^{n_{k}}\left|\frac{x_{i}}{x_{m_{k}}}-\frac{x_{j}}{x_{n_{k}}}\right|=\int_{0}^{1} \int_{0}^{1}|x-y| \mathrm{d} F\left(X_{m_{k}}, x\right) \mathrm{d} F\left(X_{n_{k}}, y\right)
$$

which, after using Helly's theorem, tends to

$$
\int_{0}^{1} \int_{0}^{1}|x-y| \mathrm{d} \tilde{g}(x) \mathrm{d} g(y)
$$

as $k \rightarrow \infty$. The final integral is equal to 0 if and only if $\tilde{g}(x)=g(x)=c_{\alpha}(x)$ for some fixed $\alpha \in[0,1]$. By Theorem $8.2, \alpha$ must be 0 .
$\bar{d}=0$ follows from Theorem 6.2, part (i).
Theorem 8.5. $G\left(X_{n}\right) \subset\left\{c_{\alpha}(x) ; \alpha \in[0,1]\right\}$ if and only if

$$
\lim _{n \rightarrow \infty} \frac{1}{n^{2} x_{n}} \sum_{i, j=1}^{n}\left|x_{i}-x_{j}\right|=0
$$

and this equation implies $c_{0}(x) \in G\left(X_{n}\right)$.
Proof. As in (ii), the limit of the selected subsequence tends to

$$
\int_{0}^{1} \int_{0}^{1}|x-y| \mathrm{d} g(x) \mathrm{d} g(y)
$$

and is equal to 0 if and only if $g(x)=c_{\alpha}(x)$ for some $\alpha \in[0,1]$.
If $c_{0}(x) \notin G\left(X_{n}\right)$, then all d.f. in $G\left(X_{n}\right)$ are continuous and thus by Theorem 3.3, for any $c_{\alpha^{\prime}}(x) \in G\left(X_{n}\right), \alpha^{\prime}<1$, and for any $\alpha>1$ there exists $c_{\alpha^{\prime \prime}}(x) \in G\left(X_{n}\right)$ and $\beta \in(0,1]$ such that

$$
c_{\alpha^{\prime}}(x)=\alpha c_{\alpha^{\prime \prime}}(x \beta)
$$

which is a contradiction. The case $G\left(X_{n}\right)=\left\{c_{1}(x)\right\}$ is impossible by Theorem 7.1.

## 9. U.d. of $X_{n}$

By Theorem 8.1, u.d. of the single block sequence $X_{n}$ implies the u.d. of the ratio sequence $x_{m} / x_{n}$. Applying Theorem 6.3 part (i) we have

Theorem 9.1. If the increasing sequence $x_{n}$ of positive integers has a positive asymptotic density, i.e. $\underline{d}=\bar{d}>0$, then the associated ratio sequence $x_{m} / x_{n}, m=1,2, \ldots, n, n=1,2, \ldots$ is u.d. in $[0,1]$.

Positive asymptotic density is not necessary. According to T. ŠALÁt [12] we can use also a sequence $x_{n}$ with $\underline{d}=0$.

Theorem 9.2. Let $x_{n}$ be an increasing sequence of positive integers and $h:[0, \infty) \rightarrow[0, \infty)$ be a function satisfying
(i) $A(x) \sim h(x)$ as $x \rightarrow \infty$, where
(ii) $h(x y) \sim x h(y)$ as $y \rightarrow \infty$ and for every $x \in[0,1]$, and
(iii) $\lim _{n \rightarrow \infty} \frac{n}{h\left(x_{n}\right)}=1$.

Then $X_{n}$ (and consequently $x_{m} / x_{n}$ ) is u.d. in $[0,1]$.
Proof. Starting with $F\left(X_{n}, x\right) n=A\left(x x_{n}\right)$ it follows from (i) that $\frac{F\left(X_{n}, x\right) n}{h\left(x x_{n}\right)} \rightarrow 1$ as $n \rightarrow \infty$, then by (ii) $\frac{F\left(X_{n}, x\right) n}{x h\left(x_{n}\right)} \rightarrow 1$, which gives the limit $F\left(X_{n}, x\right) \frac{n}{h\left(x_{n}\right)} \rightarrow x$ as $n \rightarrow \infty$.

Assuming (i) and (ii), we have $\liminf _{n \rightarrow \infty} n / h\left(x_{n}\right) \geq 1$, since otherwise $n_{k} / h\left(x_{n_{k}}\right) \rightarrow \alpha<1$ implies $F\left(X_{n_{k}}, x\right) \rightarrow x / \alpha$ for every $x \in[0,1]$ which is a contradiction. Also, $G\left(X_{n}\right) \subset\{x \lambda ; \lambda \in[0,1]\}$.

Another criterion can be found by using the so called $L^{2}$ discrepancy of the block $X_{n}$ defined by

$$
D^{(2)}\left(X_{n}\right)=\int_{0}^{1}\left(F\left(X_{n}, x\right)-x\right)^{2} \mathrm{~d} x,
$$

which can be expressed (cf. [16, IV. Appl.]) as

$$
D^{(2)}\left(X_{n}\right)=\frac{1}{n^{2}} \sum_{i, j=1}^{n} F\left(\frac{x_{i}}{x_{n}}, \frac{x_{j}}{x_{n}}\right),
$$

where

$$
F(x, y)=\frac{1}{3}+\frac{x^{2}+y^{2}}{2}-\frac{x+y}{2}-\frac{|x-y|}{2} .
$$

Thus

$$
\begin{equation*}
D^{(2)}\left(X_{n}\right)=\frac{1}{3}+\frac{1}{n x_{n}^{2}} \sum_{i=1}^{n} x_{i}^{2}-\frac{1}{n x_{n}} \sum_{i=1}^{n} x_{i}-\frac{1}{2 n^{2} x_{n}} \sum_{i, j=1}^{n}\left|x_{i}-x_{j}\right|, \tag{18}
\end{equation*}
$$

which gives (cf. [16])
Theorem 9.3. For every increasing sequence $x_{n}$ of positive integers we have

$$
\lim _{n \rightarrow \infty} D^{(2)}\left(X_{n}\right)=0 \Longleftrightarrow \lim _{n \rightarrow \infty} F\left(X_{n}, x\right)=x .
$$

The left hand-side can be divided into three limits (cf. [15, Theorem 1])

$$
\lim _{n \rightarrow \infty} D^{(2)}\left(X_{n}\right)=0 \Longleftrightarrow\left\{\begin{array}{l}
\text { (i) } \lim _{n \rightarrow \infty} \frac{1}{n x_{n}} \sum_{i=1}^{n} x_{i}=\frac{1}{2},  \tag{19}\\
\text { (ii) } \lim _{n \rightarrow \infty} \frac{1}{n x_{n}^{2}} \sum_{i=1}^{n} x_{i}^{2}=\frac{1}{3}, \\
\text { (iii) } \lim _{n \rightarrow \infty} \frac{1}{n^{2} x_{n}} \sum_{i, j=1}^{n}\left|x_{i}-x_{j}\right|=\frac{1}{3} .
\end{array}\right.
$$

Weyl's criterion for u.d. of $X_{n}$ is not well applicable in our case. It says (cf. [14, (7)]).

Theorem 9.4. $X_{n}$ is u.d. if and only if

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=1}^{n} e^{2 \pi i h \frac{x_{k}}{x_{n}}}=0
$$

for all non-zero integers $h$.

## 10. Applications

S. Róka [11] formulated the following open question:

Question 10.1. Let $a_{1}, a_{2}, \ldots$ be an infinite sequence of positive real numbers. Is it true that

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{1}{a_{n}}<\infty \Longleftrightarrow \lim _{n \rightarrow \infty} \frac{n a_{n}}{a_{1}+a_{2}+\cdots+a_{n}}>2 ? \tag{20}
\end{equation*}
$$

We disprove this equivalence in the following five steps.

1. Put $a_{n}=x_{n}$, where $x_{n}$ is an increasing sequence of positive integers. Using the associated sequence of blocks

$$
X_{n}=\left(\frac{x_{1}}{x_{n}}, \frac{x_{2}}{x_{n}}, \ldots, \frac{x_{n}}{x_{n}}\right)
$$

and rewriting

$$
\frac{n x_{n}}{x_{1}+x_{2}+\cdots+x_{n}}=\frac{1}{\frac{1}{n}\left(\frac{x_{1}}{x_{n}}+\frac{x_{2}}{x_{n}}+\cdots+\frac{x_{n}}{x_{n}}\right)},
$$

we obtain by Helly's theorem, that every limit point of the sequence $\frac{1}{n} \sum_{i=1}^{n} \frac{x_{i}}{x_{n}}, n=1,2, \ldots$ is of the form $\int_{0}^{1} x \mathrm{~d} g(x)$ for some $g \in G\left(X_{n}\right)$. Thus, by $\int_{0}^{1} x \mathrm{~d} g(x)=1-\int_{0}^{1} g(x) \mathrm{d} x,(20)$ has the form

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{1}{x_{n}}<\infty \Longleftrightarrow \forall\left(g \in G\left(X_{n}\right)\right) \int_{0}^{1} g(x) \mathrm{d} x=c>\frac{1}{2}, \tag{21}
\end{equation*}
$$

where $c$ is a constant.
2. By Theorem 7.1, independently of the divergence or convergence of the series $\sum_{n=1}^{\infty} \frac{1}{x_{n}}$, we have $\max _{g \in G\left(X_{n}\right)} \int_{0}^{1} g(x) \mathrm{d} x \geq \frac{1}{2}$.
3. Since

$$
\frac{x_{i}^{2}}{x_{n}^{2}}<x \Longleftrightarrow \frac{x_{i}}{x_{n}}<\sqrt{x}
$$

for the blocks sequence

$$
X_{n}^{2}=\left(\frac{x_{1}^{2}}{x_{n}^{2}}, \frac{x_{2}^{2}}{x_{n}^{2}}, \ldots, \frac{x_{n}^{2}}{x_{n}^{2}}\right),
$$

we have

$$
G\left(X_{n}^{2}\right)=\left\{g(\sqrt{x}) ; g \in G\left(X_{n}\right)\right\},
$$

and in any case, $\sum_{n=1}^{\infty} \frac{1}{x_{n}^{2}}$ converges.
4. Example 11.2 below gives $G\left(X_{n}\right)$ such that, if we choose $\frac{\gamma}{\delta}$ sufficiently close to 1 and $a$ is sufficiently large, then d.f. $g_{1}(x)$ is sufficiently near to $c_{1}(x)$ and $g_{0}(x)$ to $c_{0}(x)$. The same holds for $G\left(X_{n}^{2}\right)$.
5. Thus, we can find an increasing sequence $x_{n}$ of positive integers such that the series $\sum_{n=1}^{\infty} \frac{1}{x_{n}}$ converges, $\max _{g \in G\left(X_{n}\right)} \int_{0}^{1} g(x) \mathrm{d} x$ is sufficiently close to 1 and $\min _{g \in G\left(X_{n}\right)} \int_{0}^{1} g(x) \mathrm{d} x$ is sufficiently close to 0 .

## 11. Examples

Example 11.1. Put $x_{n}=p_{n}$, the $n$th prime and denote

$$
X_{n}=\left(\frac{2}{p_{n}}, \frac{3}{p_{n}}, \ldots, \frac{p_{n-1}}{p_{n}}, \frac{p_{n}}{p_{n}}\right) .
$$

By the prime number theorem, $h(x)=x / \log x$ satisfies assumptions (i) and (ii) of Theorem 9.2. Applying [7, p. 247] $p_{n} /(n \log n) \rightarrow 1$ we also find that (iii) $p_{n} /\left(n \log p_{n}\right) \rightarrow 1$ by this theorem. Thus the sequence of blocks $X_{n}$ is u.d. and therefore the ratio sequence $p_{m} / p_{n}, m=1,2, \ldots, n$, $n=1,2, \ldots$ is u.d. in $[0,1]$. This generalizes a result of A. Schinzel (cf. [13, p. 155]). Note that from u.d. of $X_{n}$ applying the equivalent limits (19) for the $L^{2}$ discrepancy of $X_{n}$ we get the following interesting limit

$$
\lim _{n \rightarrow \infty} \frac{1}{n^{2} p_{n}} \sum_{i, j=1}^{n}\left|p_{i}-p_{j}\right|=\frac{1}{3}
$$

Example 11.2. Let $\gamma, \delta$, and $a$ be given real numbers satisfying $1 \leq$ $\gamma<\delta \leq a$. Let $x_{n}$ be an increasing sequence of all integer points lying in the intervals

$$
(\gamma, \delta),(\gamma a, \delta a), \ldots,\left(\gamma a^{k}, \delta a^{k}\right), \ldots
$$

The set $G\left(X_{n}\right)$ has the following properties:

1. Every $g \in G\left(X_{n}\right)$ is continuous.
2. Every $g \in G\left(X_{n}\right)$ has infinitely many intervals with constant values, i.e. with $g^{\prime}(x)=0$, and in the infinitely many complement intervals it has a constant derivative $g^{\prime}(x)=c$, where

$$
\frac{1}{\bar{d}} \leq c \leq \frac{1}{\underline{d}}
$$

and for lower $\underline{d}$ and upper $\bar{d}$ asymptotic density we have

$$
\underline{d}=\frac{(\delta-\gamma)}{\gamma(a-1)}, \quad \bar{d}=\frac{(\delta-\gamma) a}{\delta(a-1)}
$$

3. More precisely, the set of all d.f. can be expressed parametrically as $G\left(X_{n}\right)=\left\{g_{t}(x) ; t \in[0,1]\right\}$, where $g_{t}(x)$ has constant values

$$
g_{t}(x)=\frac{1}{a^{i}(1+t(a-1))} \text { for } x \in \frac{(\delta, a \gamma)}{a^{i+1}(t \delta+(1-t) \gamma)}, \quad i=0,1,2, \ldots
$$

and on the component intervals it has a constant derivative

$$
\begin{gathered}
g_{t}^{\prime}(x)=\frac{t \delta+(1-t) \gamma}{(\delta-\gamma)\left(\frac{1}{a-1}+t\right)} \\
\text { for } x \in \frac{(\gamma, \delta)}{a^{i+1}(t \delta+(1-t) \gamma)}, i=0,1,2, \ldots \text { and } x \in\left(\frac{\gamma}{t \delta+(1-t) \gamma}, 1\right) .
\end{gathered}
$$

Here, as above, we write $(x z, y z)=(x, y) z$ and $(x / z, y / z)=(x, y) / z$.
4. The graph of every $g \in G\left(X_{n}\right)$ lies in the intervals

$$
\left[\frac{1}{a}, 1\right] \times\left[\frac{1}{a}, 1\right] \cup\left[\frac{1}{a^{2}}, \frac{1}{a}\right] \times\left[\frac{1}{a^{2}}, \frac{1}{a}\right] \cup \ldots
$$

## Figure 3.

(Here $a=5$.) Moreover, the graph $g$ in $\left[\frac{1}{a^{k}}, \frac{1}{a^{k-1}}\right] \times\left[\frac{1}{a^{k}}, \frac{1}{a^{k-1}}\right]$ is similar to the graph of $g$ in $\left[\frac{1}{a^{k+1}}, \frac{1}{a^{k}}\right] \times\left[\frac{1}{a^{k+1}}, \frac{1}{a^{k}}\right]$ with coefficient $\frac{1}{a}$. Using the parametric expression, it can be written as

$$
\forall x \in\left(\frac{1}{a^{i+1}}, \frac{1}{a^{i}}\right) g_{t}(x)=\frac{g_{t}\left(a^{i} x\right)}{a^{i}}, \quad i=0,1,2, \ldots
$$

5. Thus, we need to known only the graphs $g \in G\left(X_{n}\right)$ in $\left[\frac{1}{a}, 1\right] \times$ $\left[\frac{1}{a}, 1\right]$. They are of the form displayed in the following figure.
(Here $\gamma=1, \delta=2$ and $a=5$.) The curves $y=y\left(x_{1}\right), x_{1} \in\left(\frac{1}{a}, \frac{\delta}{a \gamma}\right)$, and $y=y\left(x_{2}\right), x_{2} \in\left(\frac{\gamma}{\delta}, 1\right)$ are of the form

$$
y\left(x_{1}\right)=\left(1+\frac{1}{\bar{d}}\left(\frac{1}{x_{1}}-\frac{a \gamma}{\delta}\right)\right)^{-1}, \quad y\left(x_{2}\right)=\left(1+\frac{1}{\underline{d}}\left(\frac{1}{x_{2}}-1\right)\right)^{-1}
$$

Figure 4.
6. From the graphs of $g \in G\left(X_{n}\right)$ it follows that $G\left(X_{n}\right)$ is connected and the upper distribution function $\bar{g}(x)=g_{0}(x) \in G\left(X_{n}\right)$ and the lower distribution function $\underline{g}(x) \notin G\left(X_{n}\right)$. The graph of $\underline{g}(x)$ on $\left[\frac{1}{a}, 1\right] \times\left[\frac{1}{a}, 1\right]$ coincides with the graph of $y\left(x_{2}\right)$ on $\left[\frac{\gamma}{\delta}, 1\right]$, further, on $\left[\frac{1}{a}, \frac{\gamma}{\delta}\right]$ we have $\underline{g}(x)=\frac{1}{a}$.

## Figure 5.

7. We have $G\left(X_{n}\right)$ in the form (5):

$$
G\left(X_{n}\right)=\left\{\frac{g_{0}(x \beta)}{g_{0}(\beta)} ; \beta \in\left[\frac{1}{a}, \frac{\delta}{a \gamma}\right]\right\} .
$$

For the proofs of $1-7$ we only note: Assume that $x_{n} \in a^{k}(\gamma, \delta)$, $i, i+1, i+2, \ldots \in a^{j}(\gamma, \delta)$ for some $j<k$, and let $F\left(X_{n}, x\right) \rightarrow g(x)$ for some sequence of $n$. Then $g(x)$ has a constant derivative in the intervals containing $\frac{i}{x_{n}}, \frac{i+1}{x_{n}}, \frac{i+2}{x_{n}}, \ldots$, since

$$
\frac{\frac{1}{n}}{\frac{i+1}{x_{n}}-\frac{i}{x_{n}}}=\frac{x_{n}}{n},
$$

and thus $\frac{x_{n}}{n}$ must be convergent to $g^{\prime}(x)$, so $\frac{1}{\bar{d}} \leq g^{\prime}(x) \leq \frac{1}{\underline{d}}$. For $x_{n}=$ $\left[t a^{k} \delta+(1-t) a^{k} \gamma\right]$ we can find

$$
\begin{aligned}
g^{\prime}(x) & =\lim _{n \rightarrow \infty} \frac{x_{n}}{n}=\lim _{k \rightarrow \infty} \frac{a^{k}(t \delta+(1-t) \gamma)}{\sum_{j=0}^{k-1} a^{j}(\delta-\gamma)+a^{k}(t \delta+(1-t) \gamma)-a^{k} \gamma} \\
& =\frac{t \delta+(1-t) \gamma}{(\delta-\gamma)\left(\frac{1}{a-1}+t\right)} .
\end{aligned}
$$
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