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Cesaro means of Vilenkin–Fourier series

By P. SIMON (Budapest)

Abstract. Special Cesaro means with respect to one- and two-parameter Vilenkin
systems will be considered. In both cases we shall investigate a class of weighted max-
imal functions of these (C, 1) means depending on a parameter 0 < δ ≤ 1 and prove
that the corresponding maximal operators are bounded between some Hardy–Lorentz
and Lorentz spaces. As special case we get the boundedness of these maximal operators
as maps from Hardy space Hp into Lp for some p. Moreover, the weak type (1, 1) of
the maximal operators in question follows in the one dimensional case for all δ. By
usual density argument our theorems imply some estimations for growth of the Cesaro
means mentioned above if the Vilenkin group has an unbounded structure. We remark
that in [10] Wade showed similar results but under stronger assumptions. Thus Wade’s
theorems follow from our statements. Moreover, a question stated in [10] will be also
answered.

1. One- and two-parameter Vilenkin systems will be investigated. It
is well-known that there is a sharp distance between the so-called bounded
and unbounded cases, i.e. when the corresponding Vilenkin groups have
a bounded structure or not, resp. For example in the bounded case the
one-parameter Fejér means of the Vilenkin–Fourier series of an integrable
function converge a.e. to the function (see Pál–Simon [4]), while in the
unbounded case there is a continuous function on the group such that
its Fejér means diverge at a prescribed point (see Price [5]). Moreover,
Price also showed that under suitable assumption on the group there is a
continuous function whose Vilenkin–Fourier series is not (C, 1) summable

Mathematics Subject Classification: Primary 42C10, 43A75; Secondary 42B30, 60G42.
Key words and phrases: Hardy spaces, p-atom, quasi-local operator, interpolation,

Vilenkin functions, Cesaro means.
This research was supported by the Hungarian Research Funds FKFP/0198/1999 and

OTKA T032719.



204 P. Simon

on a set which is non-denumerable. However, in [3] Gát proved that
the Vilenkin–Fejér means of a function belonging to Lp for some p > 1
converge to the function a.e. even in the unbounded case.

In his paper [10] Wade obtained estimates for the growth of special
Vilenkin–Fejér means for integrable functions under some assumptions on
Vilenkin groups. A large class of Vilenkin groups with unbounded struc-
ture satisfies these assumptions. The main result of Wade’s work is a
maximal theorem which states that a weighted maximal function σα,δf

of special Fejér means belongs to Lorentz space Lp,q if f is from Hardy–
Lorentz Hp,q space (for suitable p and q). Moreover, the maximal operator
σα,δ is bounded from Hp,q to Lp,q.

In this work we shall improve these results. The assumption on the
generating sequence of the Vilenkin group will be weakened. Furthermore,
we modify the definition of the maximal function mentioned above. To this
end we apply weights less than in [10] and prove that the boundedness of
the corresponding maximal operator between Lorentz- and Hardy–Lorentz
spaces remains true. The proof is based (as in [10]) on the atomic structure
of some Hardy spaces. An interpolation theorem of Weisz (see e.g. [11])
plays also an important part.

2. In this section we give a short summary of the basic concepts and
notations used also in the present work. (For more details we refer to the
books Schipp–Wade–Simon and Pál [6] and Weisz [10].)

If m = (m0,m1, . . . , mk, . . . ) is a sequence of natural numbers where
mk ≥ 2 (k ∈ N := {0, 1, . . . }) then for all k ∈ N we shall denote
by Zmk

the mkth discrete cyclic group. Let every subset A of Zmk
be

measurable with measure α/mk where α is the cardinality of A. As-
sume that Zmk

is represented by {0, 1, . . . , mk − 1}. Gm will denote
the complete direct product of Zmk

’s, then Gm (the so-called Vilenkin
group) forms a compact Abelian group with Haar measure 1. There-
fore the elements of Gm are sequences of the form (x0, x1, . . . , xk, . . . )
with xk ∈ Zmk

for every k ∈ N Hence the group operation +̇ in Gm

is given by x+̇y := (x0 + y0 mod m0, . . . , xk + yk mod mk, . . . , where
x = (x0, . . . , xk, . . . ), y = (y0, . . . , yk, . . . ) ∈ Gm. The inverse of +̇ will
be denoted by −̇. The topology of Gm is completely determined by the
intervals In(z) (n ∈ N, z ∈ Gm) where

In := In(0) := {(x0, x1, . . . , xk, . . . ) ∈ Gm : xj = 0 (j = 0, . . . , n− 1)}
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(0 6= n ∈ N, I0 := I0(0) := Gm) and In(z) := z+̇In. We shall use the
following notation: if I = In is an interval for some n ∈ N and r = 0, . . . , n

then let Ir := In−r. Moreover, if N 3 r > n then define Ir by Ir := I0.
It is well-known [9] that the characters of Gm (the so-called Vilenkin

system) form a complete orthonormal system Ĝm in L1(Gm). If

rn(x) := exp
2πixn

mn

(n ∈ N, x = (x0, x1, . . . ) ∈ Gm, i :=
√−1 ), then rn’s and also their

finite products are evidently characters. Let these products be ordered
in the following sense. We write each n ∈ N uniquely in the form n =∑∞

k=0 nkMk, where M0 := 1, Mk :=
∏k−1

j=0 (k ≥ 1) and nk ∈ Zmk
(k ∈ N).

It can easily be seen that the elements of Ĝm are nothing else but the
functions Ψn :=

∏∞
k=0 rnk

k .

The so-called Dirichlet and Fejér kernels with respect to the Vilenkin
system will be denoted by Dn and Kj (0 < n, j ∈ N):

Dn =
n−1∑

k=0

Ψk, Kj :=
1
j

j∑

k=1

Dk.

If f ∈ L1(Gm) and 0 < j ∈ N then the j-th Fejér mean of f is given by

σjf(x) :=
∫

f(t)Kj(x−̇t) dt (x ∈ Gm).

The following well-known statement for DMn (n ∈ N) will be often
used in the further investigations (see e.g. Vilenkin [9]):

(1) DMn(x) =
{

Mn (x ∈ In)

0 (x ∈ Gm \ In).

We define a sequence of σ-algebras as follows:

Fn := σ
({In(x) : x ∈ Gm}

)
(n ∈ N),

where σ(A) denotes the σ-algebra generated by an arbitrary set system A.
A sequence f = (fn, n ∈ N) of integrable functions is said to be a martin-
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gal if

(i) fn is Fn-measurable for all n ∈ N;

(ii) En(fk) = fn if n, k ∈ N and n < k,

where En (n ∈ N) denotes the conditional expectation operator relative
to Fn. A non-decraising sequence λ = (λn, n ∈ N) of functions will be
called a predictable sequence of f if λn is Fn-measurable and |fn+1| ≤ λn

for every n ∈ N.

We remark that the definition of Fejér means can be extended in a
simple way to martingales (see e.g. Weisz [11]).

Hardy spaces can be defined in various manners. For example let the
conditional quadratic variation of a martingal f = (fn, n ∈ N) defined by

s(f) :=

( ∞∑
n=0

En−1|fn − fn−1|2
)1/2

(f−1 := 0, E−1 := E0). We introduce the martingale Hardy spaces for
0 < p ≤ ∞ as follows: denote by Hp(Gm) the space of martingales for
which

‖f‖Hp := ‖s(f)‖p < ∞.

The space Hp(Gm) (0 < p ≤ ∞) consists of all Lp-predictable mar-
tingales, i.e. of all martingales f = (fn, n ∈ N) such that ‖f‖Hp :=
inf ‖ supn λn‖p < ∞ (where the infimum is taken over all predictable se-
quences λ of f).

The concept of atoms plays an important part also in the further
investigations. To their definition let 0 < p < ∞ then the function a ∈
L∞(Gm) is called an Hp-atom if either a is identically equal to 1 or there
exists an interval I for which





i) supp a ⊂ I

ii) ‖a‖2 ≤ |I|1/2−1/p

iii)
∫

a = 0,

(where |I| stands for the measure of I). The definition of an Hp-atom a

is the same only with ‖a‖∞ ≤ |I|−1/p instead of ii). We say in both cases
that a is supported on I.
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The above concepts can be easily defined also in the two-dimensional
case. To this end let us considered two Vilenkin groups (for the sake of
simplicity let both groups generated by the same sequence m). Then G2

m,
the Cartesian product of two Gm’s is also a compact Abelian group. Let
n ∈ N and

Fn,n := σ(Fn ×Fn).

The conditional expectation operator relative to Fn,n is denoted by En,n.
An integrable sequence f = (fn,n; n ∈ N) is said to be a (two-parameter)
martingal if

(i) fn,n is Fn,n-measurable for all n ∈ N;

(ii) En,n(fñ,ñ) = fn,n for all n, ñ ∈ N such that n ≤ ñ.

The Hardy spaces Hp(G2
m) (0 <p <∞) of two-parameter Lp-predicta-

ble martingales will be defined in analogous way as in the one-dimensional
case. Furthermore, the definition of a two-dimensional Hp-atom (0<p<∞)
is formally the same as in the one-dimensional case only we assume that
in this case a ∈ L∞(G2

m) is supported on a square I = In(x)× In(y) with
suitable x, y ∈ Gm, n ∈ N.

The two-parameter Vilenkin system is defined as the Kronecker prod-
ucts of the functions Ψj and Ψk, i.e. for j, k ∈ N let

Ψj,k(x, y) := Ψj(x)Ψk(y) (x, y ∈ Gm).

If 0 < k, l ∈ N then the (k, l)-th Fejér kernel with respect to the two-
parameter Vilenkin system is given by

Kk,l(x, y) := Kk(x)Kl(y) (x, y ∈ Gm).

Let f ∈ L1(G2
m) then

σk,lf(x, y) :=
∫ ∫

f(u, v)Kk,l(x−̇u, y−̇v) du dv (x, y ∈ Gm)

is the (k, l)-th (two-parameter) Fejér mean of f .
If 0 < p, q ≤ ∞ and X = Gm or X = G2

m then the Lorentz spaces
Lp,q(X) with norms or quasi-norms ‖ . ‖p,q are defined in a usual way.
The Hardy–Lorentz spaces Hp,q(Gm), Hp,q(Gm) or Hp,q(G2

m) consist of all
one- or two-parameter martingales f such that ‖f‖Hp,q := ‖s(f)‖p,q < ∞



208 P. Simon

or ‖f‖Hp,q := inf ‖ supn λn‖p,q < ∞, respectively, where the last infi-
mum is taken over all predictable sequences of f again. We remark that
in the special cases p = q we get Lp,p(X) = Lp(X) and Hp,p(Gm) =
Hp(Gm), Hp,p(Gm) = Hp(Gm), Hp,p(G2

m) = Hp(G2
m). (For details see

e.g. Weisz [11].)

3. The sequence m will be called quasi-bounded if there exists a con-
stant C > 0 independent on n ∈ N such that

(2)
1

Mn+1

n−1∑

j=0

Mj+1 log mj ≤ C log mn (0 < n ∈ N).

It is clear that every bounded sequence m is also quasi-bounded. Further-
more, there are unbounded sequences m with this property, for example
all monotone increasing sequences are trivially quasi-bounded. However,
there is m which does not has the property of the quasi-boundedness.
Namely, let m2n−1 := 2 (n ∈ N), while for other indices k ∈ N let mk := k.
Then

1
Mn+1

n−1∑

j=0

Mj+1 log mj ≥ Mn log mn−1

Mn+1
=

log mn−1

mn
.

Hence, the property (2) implies that log mn−1≤Cmn log mn (n = 1, 2, . . . )
which is obviously not true for m in question.

In [10] Wade considered m’s with property

(3)
n−1∑

j=0

(
mj

mj+1· . . . ·mn

)δ

≤ Cδ (0 < n ∈ N)

(and called m in this case δ-quasi-bounded), where 0 < δ ≤ 1 is fixed
and Cδ depends only on δ. (From now on C, Cp (p > 0) will denote a
positive constants depending at most on p, not always the same in different
occurences.) It can be shown in a simple way that (3) with some 0 < δ < 1
implies the same property for δ = 1. Furthermore, our assumption (2)
follows evidently from Wade’s condition (3). On the other hand there is
quasi-bounded m such that (3) is not true. Indeed, let m2n := n + 2
(n ∈ N) and mk := k + 2 for 2n 6= k ∈ N. Then (3) fails to hold, namely
(3) with 2n (n ∈ N) instead of n leads to

2n−1∑

j=0

mj

mj+1· . . . ·m2n

≥ m2n−1

m2n

=
2n + 1
n + 2

→∞ (n →∞).
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However, m is quasi-bounded. Indeed, if 1 < n ∈ N and n 6= 2N (N ∈ N)
then the left hand side of (2) can be estimated as follows:

n−1∑

j=0

log mj

mj+1· . . . ·mn
≤ C

n−1∑

j=0

log(j + 2)
2n−j

≤ C log n ≤ C log mn.

Furthermore, when 2n (1 < n ∈ N) stands in (2) instead of n then

2n−1∑

j=0

log mj

mj+1· . . . ·m2n

=
1

n + 2

2n−1∑

j=0

log mj

mj+1· . . . ·m2n−1

≤
2n−1∑

j=0

1
22n−j−1

≤ C ≤ C log m2n .

If 0 < δ ≤ 1 is given then we shall call the sequence m strong δ-quasi-
bounded if

(4) sup
0<n

1
M δ

n+1

n−1∑

j=0

M δ
j+1αj(δ) < ∞,

where the coefficients αj(δ) (j ∈ N) are defined by

αj(δ) :=
{

log mj (δ = 1)

m1−δ
j (δ < 1).

A strong 1-quasi-bounded sequence will be called strong quasi-bounded.
Let 0 < δ ≤ µ ≤ 1 and m be strong δ-quasi-bounded. Then m is evidently
also strong µ-quasi-bounded. Especially, m is strong quasi-bounded. Of
course, if m is strong quasi-bounded then it is also quasi-bounded. We
remark that the strong quasi-bounded sequences play an important part
also in the work [2] of Gát.

It is clear that for δ = 1/2 the concept of the strong 1/2-quasi-
boundedness is the same as Wade’s 1/2-quasi-boundedness. On the other
hand, if 1/2 < δ ≤ 1 then (4) is a weaker assumption on m than (3) while
for 0 < δ < 1/2 the converse is true.

The following estimation for the L1-norms of special Fejér-kernels is
a crucial part of our investigations.
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Lemma. Assume that m is quasi-bounded. Then

‖KMn‖1 ≤ C log mn−1 (0 < n ∈ N),

where the constant C > 0 is independent on n.

Proof. It is known (see e.g. Pál–Simon [4]) that

KMn(x) =
1
2

(
1 +

1
Mn

)
DMn(x)(5)

−
n−1∑

j=0

Mj

Mn

mj−1∑

k=1

k

mj

mj−1∑

l=1

r−k
j (lej)DMn(x+̇lej)

(n ∈ N, x ∈ Gm), where lej ∈ Gm is determined by (lej)j := l, (lej)k := 0
(j 6= k ∈ N). Therefore we have for all 2 ≤ n ∈ N, x ∈ Gm that

|KMn(x)| ≤ DMn(x) +
n−1∑

j=0

Mj

Mn

mj−1∑

l=1

1
mj

∣∣∣
mj−1∑

k=1

ke
− 2πilk

mj

∣∣∣DMn(x+̇lej)

= DMn(x) +
1
2

n−1∑

j=0

Mj

Mn

mj−1∑

l=1

1
sin πl

mj

DMn(x+̇lej).

Taking into account (1) the last estimation leads to

‖KMn‖1 ≤ C
(
1 +

n−1∑

j=0

Mj

Mn

mj−1∑

l=1

mj

l

)
≤ C

n−1∑

j=0

Mj

Mn
mj log mj

= C
(
log mn−1 +

1
Mn

n−2∑

j=0

Mj+1 log mj

) ≤ C log mn−1,

which was to be proved. ¤

Let 0 < δ ≤ 1 and define λn(δ) (0 < n ∈ N) as follows:

λn(δ) :=

{
max{log m0, . . . , log mn−1} (δ = 1)

max{m1−δ
0 , . . . ,m1−δ

n−1} (δ < 1).
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By means of λn(δ)’s we consider the weighted maximal operator σ(δ) in
the following way:

σ(δ)f := sup
n≥1

|σMnf |
(
λn(δ)

)1/δ

(
f ∈ L1(Gm)

)
.

Therefore if δ = 1 then

σ(1)f = sup
n≥1

|σMnf |
max{log m0, . . . , log mn−1} ,

while for 0 < δ < 1 we have

σ(δ)f = sup
n≥1

|σMnf |
(
max{m0, . . . ,mn−1}

)1/δ−1
.

For the maximal operator σ(δ) we prove

Theorem 1. Assume that m is quasi-bounded and 0 < δ ≤ 1. Then

σ(δ) is of weak type (1, 1) and σ(δ) : Hp(Gm) → Lp(Gm) is bounded for

every δ ≤ p ≤ p0 := 2. Moreover, σ(δ) : Lr(Gm) → Lr(Gm) (1 < r ≤ ∞)
is bounded. If δ < p < p0 and 0 < q ≤ ∞, then there is a constant Cp,q

depending at most on p, q such that

‖σ(δ)f‖p,q ≤ Cp,q‖f‖Hp,q

(
f ∈ Hp,q(Gm)

)
.

The same statements remain true for p0 = ∞ if we replace the symbol H

by H.

Proof. First we remark that by Lemma σ(δ) is trivially bounded
from L∞(Gm) to L∞(Gm). Therefore the (Lr, Lr)-boundedness (1<r≤∞)
of σ(δ) will follow from its weak type (1, 1) by the well-known theorem
of Marcinkiewicz on interpolation (see e.g. Schipp–Wade–Simon and
Pál [6]).

Now, let δ < 1 and δ ≤ p ≤ 1. First we shall prove the Hp-quasi-
locality of the maximal operator in question. (For the Hp-quasi-locality
of operators see e.g. Weisz [13].) This means that for every Hp-atom a

supported on the interval I the uniformly boundedness
∫

Gm\I

(
σ(δ)a

)p ≤ Cp
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holds. Here it can be assumed evidently that I = IN for some N ∈ N. Since
a is a p-atom we have â(k) = 0 for every k = 0, . . . , MN − 1. Therefore
σMna = 0 when N 3 n ≤ N . Thus we assume n > N then for every
x ∈ Gm \ IN and t ∈ IN it follows that x−̇t /∈ IN . Therefore by (1)∫

IN
a(t)DMn(x−̇t) dt = 0 thus (1) and (5) imply by Hölder’s inequality

the next estimation:

|σMna(x)| ≤ C‖a‖2
n−1∑

j=0

Mj

Mn

mj−1∑

l=1

1
sin πl

mj

( ∫

IN

D2
Mn

(x+̇lej−̇t) dt
)1/2

≤ CM
1/p−1/2
N

n−1∑

j=0

Mj

Mn

mj−1∑

l=1

1
sin πl

mj

( ∫

IN

D2
Mn

(x+̇lej−̇t) dt
)1/2

.

If j ≥ N then by (1) DMn(x+̇lej−̇t) = 0 for every l = 1, . . . , mj − 1
and t ∈ IN . Moreover, applying again (1) we get for j = 0, . . . , N − 1
and t ∈ IN that DMn

(x+̇lej−̇t) is non-zero if and only if for some ν =
0, . . . , N − 1 and k = 1, . . . , mν − 1 the element x has the next form:
x = (0, . . . , 0,mν−k, 0, . . . , 0, xN , . . . ) and j = ν, l = k. Let us denoted the
set of such x’s by JN

ν,k. It is clear that the measure of JN
ν,k := |JN

ν,k| = M−1
N .

Hence, for x ∈ JN
ν,k (ν = 0, . . . , N − 1; k = 1, . . . , mν − 1) we have

|σMna(x)| ≤ C
M

1/p−1/2
N Mν√

Mn

1
sin πk

mν

≤ CM
1/p−1
N Mν

1
sin πk

mν

.

Since δ < 1 the last inequality implies that

σ(δ)a ≤ CM
1/p−1
N Mν

1
sin πk

mν

1

m
1/δ−1
ν

.

We recall that p ≤ 1 and so

∫

Gm\IN

(
σ(δ)a

)p =
N−1∑
ν=0

mν−1∑

k=1

∫

JN
ν,k

(
σ(δ)a

)p≤Cp
1

Mp
N

N−1∑
ν=0

mν−1∑

k=1

Mp
ν

m
p/δ−p
ν

mp
ν

kp

≤ Cp
1

Mp
N

N−1∑
ν=0

Mp
ν+1

m
p/δ−p
ν

m1−p
ν ≤ Cp

1
Mp

N

N−1∑
ν=0

Mp
ν+1m

1−p/δ
ν .
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Our assumption δ ≤ p yields 1− p/δ ≤ 0 therefore

∫

Gm\IN

(
σ(δ)a

)p ≤ Cp
1

Mp
N

N−1∑
ν=0

Mp
ν+1 ≤ Cp.

This means that σ(δ) is Hp-quasi-local if δ ≤ p ≤ 1. Thus by the
(L2, L2)-boundedness of σ(δ) a theorem on interpolation of Weisz [11]
can be applied to conclude that σ(δ) is bounded from Hr(Gm) to Lr(Gm)
(δ ≤ r ≤ 2). Moreover, σ(δ) : Hs,q(Gm) → Ls,q(Gm) is bounded for every
δ < s < 2 and 0 < q ≤ ∞.

We prove for σ(δ) (0 < δ ≤ 1) a stronger property than H1-quasi-
locality, namely that σ(δ) is strong 1-quasi-local (see Simon [8]). To this
end let f ∈ L1(Gm) such that supp f ⊂ IN for some N ∈ N and

∫
f = 0.

We need to show that
∫

Gm\IN

σ(δ)f ≤ Cδ‖f‖1.

As above, n > N can be assumed and for x ∈ JN
ν,k (ν = 0, . . . , N − 1,

k = 1, . . . , mν − 1) it follows by (5) and (1) that

|σMnf(x)| ≤ C
Mν

Mn

1
sin πk

mν

∫

IN

|f(t)|DMn(x+̇keν−̇t) dt

≤ C‖f‖1Mν
1

sin πk
mν

.

Thus we can write in the case δ < 1 that

∫

Gm\IN

σ(δ)f ≤ C‖f‖1 1
MN

N−1∑
ν=0

mν−1∑

k=1

Mν

m
1/δ−1
ν

mν

k

≤ C‖f‖1 1
MN

N−1∑
ν=0

Mν+1

m
1/δ−1
ν

log mν .

From the assumption δ < 1 it follows that 1/δ − 1 > 0 which implies
log mν ≤ Cδm

1/δ−1
ν (ν = 0, . . . , N − 1). Therefore

∫

Gm\IN

σ(δ)f ≤ Cδ‖f‖1 1
MN

N−1∑
ν=0

Mν+1 ≤ Cδ‖f‖1.
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If δ = 1 then we need only to write log mν instead of m
1/δ−1
ν and the

same conclusion follows, i.e. that σ(1) is strong 1-quasi-local. Of course,
σ(δ) (0 < δ ≤ 1) is also H1-quasi-local. Therefore Weisz’s interpola-
tion theorem cited above guaranties the boundedness of σ(δ) stated in our
theorem also for δ = 1. Since the strong 1-quasi-locality with (L∞, L∞)-
boundedness implies the weak type (1, 1) (see e.g. Schipp–Wade–Simon

and Pál [6] or Simon [8]), σ(1) is also of weak type (1, 1).
It is clear that the same proof with a little modification leads to the

Hp-quasi-locality of σ(δ) from which we get by interpolation the rest state-
ments and the proof of Theorem 1 is complete. ¤

We remark that by the proof σ(δ) (0 < δ ≤ 1) is Hp(Hp)-quasi-local
(δ ≤ p ≤ 1) and strong 1-quasi-local for all m independently on the quasi-
boundedness of m.

Since the Vilenkin polynomials, i.e. the linear hull of Ĝm is dense in
L1(Gm), from the weak type (1, 1) part of Theorem 1 we get an estimation
for growth of special Cesaro means by usual density argument. Namely,
the following corollary is true.

Corollary 1. Assume that m is quasi-bounded and 0 < δ ≤ 1. Then

for all f ∈ L1(Gm)

σMnf(x)− f(x) = o
((

λn(δ)
)1/δ

)
(n →∞)

for almost every x ∈ Gm.

It is obvious that for bounded m Theorem 1 remains true if we omit
the factors

(
λ(δ)n

)1/δ (n ∈ N) in the definition of the maximal operator.
In other words, then all statements of Theorem 1 hold for the unweighted
maximal operator f → supn |σMnf | instead of σ(δ). (In this case we have
Hp(Gm) = Lp(Gm) (p > 1).) Moreover, if m is bounded then f →
σ∗f := supn |σnf | is bounded from H1(Gm) to L1(Gm) (see Fujii [1]
and Simon [7]). Furthermore, in the bounded case this “full” maximal
operator is of weak type (1, 1) and for every 1 < r ≤ ∞ is bounded from
Lr(Gm) to Lr(Gm) (see Pál and Simon [4]). Of course, then we can write
in Corollary 1 n and 1 instead of Mn and (λn(δ)

)1/δ, respectively. The
(H1, L1)-boundedness of σ∗ was generalized to (Hp,q, Lp,q)-boundedness
(with some p, q) for bounded m by Weisz in [11].
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In [10] Wade considered a maximal operator σ̃(δ) (0 < δ ≤ 1) analo-

gous to σ(δ) but with weights
(
max{m0, . . . , mn−1}

)1/δ instead of(
λn(δ)

)1/δ:

σ̃(δ)f := sup
n≥1

|σMnf |
(
max{m0, . . . ,mn−1}

)1/δ

(
f ∈ L1(Gm)

)
.

He proved that σ̃(δ) is bounded from L∞(Gm) to L∞(Gm) and Hp-quasi-
local for every δ ≤ p ≤ 1 assumed that m satisfies the assumption (3).
Therefore Weisz’s interpolation theorem cited above implies the bound-
edness of σ̃(δ) : Hp,q(Gm) → Lp,q(Gm) if δ < p < ∞, 0 < q ≤ ∞.
Unfortunatly, from this cannot be deduced that σ̃(δ) is of weak type (1, 1).
Theorem 1 is evidently an improving of Wade’s result.

To the formulation of the analogous result in the two-dimensional
case let α > 0 and define r ∈ N by r − 1 < α ≤ r. It is clear that r ≥ 1.
Furthermore, let

µk,j := max{m0, . . . , ms−1}, λk,j := max{log m0, . . . , log ms−1},

where s := max{k, j} (0 < j, k ∈ N). Now, we consider the two-parameter
maximal operator σα,δ for every 0 < δ ≤ 1 by

σα,δf := sup
|k−j|≤α

|σMk,Mj f |
λk,jµ

2r/δ
k+r,j+r

(
f ∈ L1(G2

m)
)
.

Then the two-dimensional analogue of Theorem 1 reads as follows.

Theorem 2. Let us supposed that 0 < δ ≤ 1 and m is strong δ-

quasi-bounded. Then for every δ ≤ p ≤ ∞ the maximal operator σα,δ :
Hp(G2

m)→Lp(G2
m) is bounded. Moreover, if δ < p < ∞ and 0 < q ≤ ∞

then we have

‖σα,δf‖p,q ≤ Cp,q‖f‖Hp,q

(
f ∈ Hp,q(G2

m)
)
.

Proof. As in the one-dimensional case Lemma implies that σα,δ :
L∞(G2

m) → L∞(G2
m) is bounded. Then, taking into account again Weisz’s

theorem on interpolation (see the proof of Theorem 1), we need only to
show that σα,δ is Hp-quasi-local for all δ ≤ p ≤ 1. To this end let a be a
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(two-parameter) Hp-atom with support I. Clearly it can be assumed that
I = IN × IN for some N ∈ N. To the Hp-quasi-locality it is enough to
prove that

(6)
∫

G2
m\Ir

(
σα,δa

)p ≤ Cp.

Let A1 := (Gm \ IN−r)× IN−r, A2 := IN−r × (Gm \ IN−r) and A3 :=
(Gm \ IN−r)× (Gm \ IN−r). We shall show that

∫

Al

(
σα,δa

)p ≤ Cp (l = 1, 2, 3),

from which (6) follows evidently.
First we deal with the case l = 1. As in the proof of Theorem 1

we get σMn,Msa = 0 if both n and s are less or equal than N . Thus we
may suppose that either n or s is greater than N . If |n − s| ≤ α then
n ≥ N − r + 1 or s ≥ N − r + 1. Therefore

σα,δf ≤ sup
n,s≥N−r+1

|σMn,Msf |
λn,sµ

2r/δ
n+r,s+r

.

Let (x, y) ∈ A1 and N − r + 1 ≤ n, s ∈ N then

|σMn,Ms(x, y)| =
∣∣∣
∫

IN

∫

IN

a(u, v)KMn(x−̇u)KMs(y−̇v) du dv
∣∣∣

≤ ‖a‖∞‖KMs‖1
∫

IN

|KMn(x−̇u)| du.

Similarly to the proof of Theorem 1 we get

|σMn,Ms(x, y)| ≤ ‖a‖∞‖KMs‖1
N−r−1∑

j=0

Mj

Mn

mj−1∑

l=1

1
sin πl

mj

×
∫

IN

DMn(x+̇lej−̇u) du.

Analogously to the one-dimensional case we may suppose that x ∈ JN−r
ν,l
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for some ν = 0, . . . , N−r−1 and l = 1, . . . , mν−1 in which case by Lemma

|σMn,Msa(x, y)| ≤ ‖a‖∞‖KMs‖1
Mν

Mn

1
sin πl

mν

≤ CM
2/p
N log ms−1

Mν

Mn

1
sin πl

mν

≤ CM
2/p
N log ms−1

Mν

MN−r+1

1
sin πl

mν

≤ C
( MN

MN−r

)2/p

log ms−1
Mν

sin πl
mν

M
2/p
N−r

MN−r+1

≤ Cµ
2r/p
n+r,s+rλn,s

Mν

sin πl
mν

M
2/p
N−r

MN−r+1
.

Taking into consideration the definition of σα,δ we have by 2r/p ≤ 2r/δ

that

σα,δa(x, y) ≤ C
Mν

sin πl
mν

M
2/p
N−r

MN−r+1
,

from which by the strong δ-quasi-boundedness of m

∫

A1

(
σα,δa

)p =
N−r−1∑

ν=0

mν−1∑

l=1

∫

JN−r
ν,l

∫

IN−r

(
σα,δa

)p

≤ Cp
1

M2
N−r

N−r−1∑
ν=0

mν−1∑

l=1

Mp
ν+1

lp
M2

N−r

Mp
N−r+1

≤ Cp





1
MN−r+1

N−r−1∑
ν=0

Mν+1 log mν (p = 1)

1
Mp

N−r+1

N−r−1∑
ν=0

Mp
ν+1m

1−p
ν (p < 1)

≤ Cp

follows. (We recall that the strong δ-quasi-boundedness implies the strong
p-quasi-boundedness.)

The proof of the estimation
∫

A2

(
σα,δa

)p ≤ Cp is the same as above
for A1 instead of A2. Finally, for (x, y) ∈ A3 and n, s ∈ N we get

|σMn,Msa(x, y)| ≤ C‖a‖∞
∫

IN

|KMn(x−̇u)| du

∫

IN

|KMs(y−̇v)| dv.
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Thus applying the same method as above it follows that

∫

A3

(
σα,δa

)p ≤ Cp

(
N−r−1∑

ν=0

mν−1∑

l=1

Mp
ν+1

lp
1

Mp
N−r+1

)2

≤ Cp,

which completes the proof of Theorem 2. ¤

We do not know whether σα,δ is of weak type (1, 1) or not. In
Wade [10] an analogous statement to Theorem 2 is proved for a maxi-
mal operator which is defined as σα,δ but with µ

1/δ
k,j instead of λk,j and

assumed (3). Of course, Wade’s theorem follows from Theorem 2.
If m is bounded then – as in Theorem 1 – the weights λk,jµ

2r/δ
k+r,j+r can

be omitted in the definition of our maximal operator and all statements of
Theorem 2 follow for f → sup|n−s|≤α |σMn,Msf | (see Weisz [12]). More-
over, Weisz proved analogous theorems also for the maximal operators
f → supn,s |σMn,Msf |, f → sup2−α≤n/s≤2α |σn,sf |, f → supn,s |σn,sf | (for
details see Weisz [12]).
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