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The conormal type function for CR manifolds

By ROMAN DWILEWICZ (Warsaw) and C. DENSON HILL (Stony Brook)

Abstract. We introduce the total type function ®(p, §), and its microlocalization,
the conormal type function ®(p, &, d), for a CR manifold M. These functions generalize
important aspects of the classical Levi form, as well as higher Levi forms. We show
how these type functions have direct applications to important questions about CR
manifolds.

1. Introduction

In this paper we consider a smooth locally embeddable CR, manifold
M of general type (n,k); i.e., one which can be generically embedded in
C"t* with real codimension k. As a general reference for CR manifolds,
the reader can consult [HN1]. We introduce here the total type function
and the conormal type function for M.

The total type function ®(p,d) is defined for p € M and 0 < § < d.
It is jointly continuous in both variables. Roughly speaking, it measures
the maximal distance from the point p to the centers of analytic discs of
“radius” at most § with boundaries on M. When M is a hypersurface we
may also consider ¢, and ®_ corresponding to the two sides of M.

The conormal type function ®(p, £, 0) is defined for p € M, 0 < § < by,
and for all characteristic cotangent directions £ at p. Roughly speaking,
it is the total type function “microlocalized” in the &-direction. It is also
jointly continuous in all of its variables.
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These concepts are most naturally defined in a given coordinate sys-
tem, with respect to a specific embedding. However the basic properties
of interest are biholomorphic invariant, see §3 and §8.

Actually this paper is a natural continuation of [HT1], which should
be regarded as providing the necessary preparatory study concerning an-
alytic discs whose boundaries lie on M. It is also a direct continuation of
our previous work [DH1], [DH2], in which we discussed only the case of a
hypersurface M3 in C2. There the situation simplifies considerably. The
present paper is also related to [DH3], [BDN], [D] and [HN2]. A somewhat
different point of view is taken in the papers of BAOUENDI and ROTH-
scHILD [BR1], [BR2], [BR3], BAOUENDI, ROTHSCHILD and TREPREAU
[BRT], HANGES and TREVES [HaT], TREPREAU [Trl], [Tr2], [Tr3], and
TumaNOV [Tul], [Tu2].

The conormal type function is designed to mimic and generalize cer-
tain aspects of the intrinsic Levi form of M (see [HN1]) as is explained
in §9. This provides a subtle tool which enables us to study, in an intrinsic
way, points of infinite type as well as points of finite type. From this point
of view it is very natural to define points of positive type and points of
pseudoconcave type, see §6 and §9. Through a point of positive type there
cannot pass the germ of a maximal dimensional complex analytic variety
which lies on M, see §4. On the other hand, the notion of a point of pseu-
doconcave type, which uses the conormal type function, leads to a natural
generalization of the concept of a pseudoconcave CR manifold, which uses
the Levi form, (see [HN1]). This is illustrated by the applications in §6.
These type functions give a natural instrument to measure the direction,
as well as the distance, of holomorphic and CR extension of CR functions,
see §5, §10 and §11. It should be mentioned that we are able to associate,
to a point on M, a finite codimensional Banach submanifold ¥ of the in-
finite dimensional Banach space of all local analytic discs near the point
whose boundaries lie on M, see §10 and §11. The authors feel that this
Banach submanifold ¥ merits further study.

Acknowledgements. The authors would like to thank CHRIS BISHOP,
EVGENY POLETSKY, and JEAN-MARIE TREPREAU for stimulating discus-

sions and suggestions.
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2. The total type function

Let M be a CR manifold of type (n,k) which is locally generically
embedded in C***. This means that CR-dim¢M = n and codimgM = k.
Consider a point p on M. The total type function ®(p,d) is designed to
measure the maximum distance that the center of an analytic disc can
have from p, provided that the boundary of the disc lies on M, and that
the disc has radius less than or equal to §, when measured in a Holder
norm o, 0 < a < 1.

Let us assume first that p is the origin, and the local defining equations
for M are

[y = h(z,w)
(2.1) Mo : { h(0,0) =0, dh(0,0) =0,

where h is a smooth map: R¥ x C* — R* defined near the origin. The
total type function of M at the origin is defined by

(2.2) $(0,5) = sup ly(0)[w]],
where
(2.3) vl =5 | " b ()], w(e™)) do.

Here the supremum is taken over all w(-) € [O(D) N C%(D)]"™ with w(0) =0
and |w|, < J, where D is the unit disc in C, and |y(0)[w]| denotes
the Euclidean norm of the vector y(0)[w] in R*. Here |w|, indicates
the @ norm over S', which is equivalent to the o norm |w|? over D
(see the Appendix). Note that y(0)[w] is the center of the “lifted an-
alytic disc”, with boundary on M, and z(e?)[w] is the unique solution
of the Bishop equation (A.8) corresponding to the parameters ¢ = 0,
w=w(() = (wi(¢),...,w,(¢)) € [O(D)NC*D)|"™ (see the discussion of
analytic discs and the Bishop equation in the Appendix, and also [HT1]).
In fact each lifted disc is of the form ¢(¢) = (2(¢), w(¢)), and the imagi-
nary part of its first component 2(¢) = (21(¢),. .., 2k({)) has mean value
given by (2.3). Here the bracket [w] denotes the functional dependence on
the parameter disc w(-).

Next consider a point p on M near the origin. In a small neighborhood
of the origin we can fix a smooth mapping Q, : Mi,c — AU(C"**), where
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AU (C™*%) is the space of affine unitary transformations, such that for each
p € Mo, Qp : C**F — C™FF arranges that

Qp(p) = (0,0),  u(TpM) ={y =0}, Q. (HyM) = {z =0},

where (z,w) € C* x C* and z = x +iy. Using the standard inner product
on C*¥ x C™, we have a natural choice of normal space at p, with

N,M = Q;*l({:v =0, w=0}).

Then for each p € M, we can express (2, M locally as a graph over its
tangent space {y = 0} at the origin:

y = hP(z,w)

(2.4) QPM : { hp(o}[)) = O’ th(0,0) = 0:

where hP is a smooth map: RF x C* — R*, defined near the origin.
Then the total type function, at the point p € M, is defined by

(2.5) ®(p, 0) = sup [y” (0)[w]|,

where y?(0)[w] is given by (2.3), in which h is replaced by AP, and =z is
replaced by zP. Here xP denotes the unique solution to the Bishop equation
for h?, corresponding to the same parameters as before.

Actually the definitions given above depend on the local embedding
of M near p, and the choice of ). We shall show, however, below that
the essential properties of the total type function, which are useful for
applications, are invariant. We first list some properties of ®(p,d) that
follow immediately from the definition:

®(p,0) =0, @(p,0)>0

(2.6) : . .
®(p, ) is monotonically decreasing as d \, 0.

Using the stability results of [HT1, Section 5] concerning the continuous de-
pendence of solutions to the Bishop equation with respect to perturbations
of the functions h, it follows that the total type function ®(p,d) is jointly
continuous with respect to the variables (p, d) for (p,d) € M. % [0, dp], for
appropriate dg > 0.

The supremum in (2.5) can be achieved:



The conormal type function for CR manifolds 249

Proposition 1. Let (p,d) be fixed. Then there is a wy(-) € [O(D) N
C*(D)]™, with wy(0) = 0 and |wo|s < &, such that

(2.7) ®(p,0) = |y(0)[wo]l-

PROOF. Let ®(p,d) = m. We set
(28)  Bas = {u() € OD) N C2D)", w(0) =0, |wla <5},

and recall that we are always taking parameters with ¢ = 0. By definition
of the supremum there is a sequence {w;(-)}, j = 1,2,..., in By s such
that |y(0)[w;]| — m as j — co. We need to extract a subsequence which
converges in some norm with respect to which the solution of the Bishop
equation depends continuously on the data. Choose o/ with 0 < o/ < a.
It is well known that bounded sets in C are precompact in C*. Thus
we may pass to a subsequence, which we indicate for simplicity again by
{w;}, that converges in C*’ to an element wy.

We claim that wy € B,s: Since the convergence is in particular
uniform, we have that wg(0) = 0 and wg is holomorphic in D. To see that
|wola < 9§, we set

6t = sup |w; ()] 62 = sup
Toces T T mest I —nl> 7

with [wj|o = 07 +67 < 4. Clearly §; — 05 = sup¢eg1 |wo(¢)|. For any e > 0
there is a jo such that for j > jy we have 5]2 < § — &} +e. Consequently,
for 7 > jo and fixed ¢ and n we get

[w;(Q) —w;(n)] < 5F|¢ —n|* < (6 — g + )¢ —n[*.
Passing to the limit as j — oo we obtain
[wo(¢) — wo(n)] < (6 — dg +e)|¢ —nl*

and from this
|wo(¢) — wo(n)] < (8 = 85)I¢ —n|*.

Since ¢ and 7 were arbitrary, we obtain that

53 = sup "LUO(C) B wO(n)| S (S . 5(%’
¢m | —nl®
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which gives that wy € C* and |wp|s < 6.

To conclude we use the continuous dependence of solutions to the
Bishop equation on the data, with respect to the a/-norm, obtaining that
ly(0)[w;]| — |y(0)[wo]| as j — co. Hence |y(0)[wo]| = m as desired. O

3. Biholomorphic invariance of the total type function

Now we prove that the essential properties of the function ®(p,d) are
invariant under local biholomorphic mappings. Let M C C* x C" and
M C C* x C" be locally embedded CR manifolds, each having type (n, k).
Assume that F' is a biholomorphic mapping of a neighborhood U of M
onto a neighborhood U of M, such that F|y; : M — M. We set p = F(p).

Theorem 1. For K C M a compact neighborhood of pg, there exist
positive constants a, b, A, B, §y such that

a®(p, bd) < B(p,8) < A®(p, BJ),

for all (p,d) € K x [0, dg).

Remark. Tt follows from (2.6) that for the function ® there are two
mutually exclusive possibilities: either ®(p,d) > 0 for sufficiently small
d > 0, or else ®(p,0) = 0 for sufficiently small § > 0. The point of the
above theorem is that these are biholomorphically invariant conditions,
independent of the choice of the local embedding.

PROOF. We fix affine unitary transformations €2, Q for M , M , respec-
tively, as in Section 2. For each p € M we have a mapping A? = (A}, \D),
with A} having & components and A\ having n components, given by

(3.1) AP =Qz0FoQ), §=F(p),

which maps a neighborhood of 2, M biholomorphically onto a neighbor-
hood of 25M and with

(3.2) APl ar s QM — QM.

It is clear that AP depends smoothly on p. It follows from the nature of 2,
Q5 that AP has the form

a(p)z + O(|(z,w)|?)

(3.3) Az w) = { c(p)z +d(p)w + O(|(z,w) ),
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with a(p) a real k x k matrix, ¢(p) a complex n x k matrix, and d(p)
complex n X n. These matrices depend smoothly on p.

Take an analytic disc w = w(¢), w € [O(D) N C*(D)]", w(0) = 0,
|w]a < ¢ and consider

(3.4) POl = 5- [ " (P () ], w(e?)) db,

where 2P = 2P (e?)[w] is the solution to the Bishop equation (A.8) for
2, M, corresponding to the data (0,w(-)). The total type function ®(p,d)
is defined in terms of the function w(-) — y?(0)[w], so we must take a closer
look at this functional and the associated discs ¢ — (2P ({)[w], w(()).

Next we consider, one at a time, the lifts to QﬁM which correspond
to taking as data:

(3.5)  RAY(ZP(0)[w], 0), AZ(z"()[w], w(-)),
36) 0, Ay (2 ()[wl, w(-)),
37 0, Ay (2P () [w], w:

S~—
~—
|

>
[\Chs]
~—
I\
S
—
()
N~—
E,
()
SN—

For the sake of simplicity, we drop the index p in zP, and also write
z(¢) instead of 2P (()[w].

The lift corresponding to the first set of data (3.5) (i.e., the image of
¢ = (2(¢), w(C)) by AP) is

¢ = (A (2(0), w(€)), Ay (2(C), w(()))-

It follows from (3.3) that there exist constants c¢;, co which depend
only on the compact set K C M, and do not depend on ¢ or the disc
w = w((), such that

(3.8) crly(0)] < IS (iy(0),0)] < e2|y(0)].

The second set of data (3.6) gives the following family of analytic discs
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Using the results of [HT1] concerning the dependence of the solution of
the Bishop equation upon the data, we get that there exists a constant
cs = c3(K), such that

(3.9) A7 (2(0),0) — iy’ (0)] < es| RN (2(0), 0))-

Since a(p) is real, by using (3.3) again, and z(0) = iy(0), we get immedi-
ately that there exists a constant ¢4 = ¢4(K) such that

(3.10) RN (2(0), 0)] < ealy(0)[.

Thirdly, the data (3.7) gives the following family of analytic discs

¢ (25(C), M(2(0), w(C)) — A5(2(0),0)),
(¢ = 2%(¢) + iyt (¢), 2*(0) =0.

The difference between the parameter discs (3.6) and (3.7) is A5(2(0),0),
and it obviously, as a constant, has a-norm less than or equal to const |y(0)|,
so using the properties of dependence of analytic discs on parameters again,
we obtain that there exist constants ¢5 = ¢5(K), ¢; = ¢5(K), such that

(3.11) S [2%(¢) — 2" (Q)] < &IN5(2(0), 0)] < es]y(0)]-

By writing down the integrals for 4#(0), y°(0), respectively, then making
use of (3.11), of the inequality |A2(z(0),0)| < const |y(0)|, and of the fact
that hP(0,0) = 0 and dhP(0,0) = 0, we get immediately that there exists
c¢ = cg(K) such that

(3.12) 5% (0) — 1 (0)] < c66]y(0)]-

Combining (3.8), (3.9), (3.10), and (3.12) we see that there exist con-
stants ¢7 = ¢7(K), cg = cs(K), dg = 6o(K), such that on K

(3.13) crly(0)] < [y#(0)] < esly(0)]

for 0 S 1) S 50.
To complete the proof of the theorem we need to take a closer look
at the family of analytic discs given by the data (3.7). Notice that this
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family of discs is allowed in the definition of the type function ® at F(p),
because the value of the second component of (3.7) at 0 is zero.

We estimate the “radius” of the parameter disc (3.7), i.e.
IND(2(+),w(-)) — A5(2(0),0)|o in terms of |w|,. Using the property that
the Hilbert transform (the operator 7') is continuous in the |- |, norm,
if (2(-),w(-)) is the lifted disc that corresponds to the parameter disc
(0,w(+)), then |z|o < const |w|,. So in particular there exists a constant

B = B(K), such that
(3.14) [AZ(2(), w(+) = A3(2(0), 0)|a < Blwla-
This, together with (3.13), gives immediately

c7®(p, ) < ®(F(p), BY).

The other inequality is obtained by reversing the roles of M and M.
The proof is complete. O

4. Geometric meaning of the total type function

According to the remark following Theorem 1 the total type function
enables us to discern two mutually exclusive possibilities at a point p € M.
In this section we investigate their geometric meaning.

First we consider the case where ®(p,0) = 0.

Theorem 2. The total type function ®(p,d) = 0 for sufficiently small
0 > 0 if and only if there is a germ of a complex n-dimensional submanifold
of C™** which lies on M and passes through p.

Remark. An open neighbourhood U of p € M is foliated by such
complex n-dimensional leaves if and only if ®(q,d) = 0 for (g, ) belonging
to some neighborhood of U x {0} in M x R*.

PROOF of the theorem. The theorem is obvious in one direction;
namely, if there is such a complex n-dimensional submanifold on M pass-
ing through p, then ®(p,d) = 0 for sufficiently small 6 > 0. This follows
easily from the uniqueness of solutions to the Bishop equation, since in
this case every lifted disc with sufficiently small parameters of the form
(0,w(-)) with w(0) = 0, must lie entirely on M and have its center at the
origin.
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In order to prove the theorem in the opposite direction, we fix p € M
and assume that ®(p,d) = 0 for 0 < § < §y. Then for any analytic disc
w € [O(D)NC*D)|", |w|a < 6, w(0) = 0, the solution z(-)[w] to the
Bishop equation (A.8) with data (0, w) satisfies (see (A.2))

(4.1) E{h(z()[w],w(-)} = 0.

We fix w for a moment, and take any function ¢ € [O(D) N C*(D)]",
q(0) = 0, and consider w(-) 4 tq(-), where t € R is sufficiently small. The
solution z(-)[w + tg] can be written in the form

(4.2) 2()w +tg] = w(-)[w] + t(-)[g] + o(t).
Moreover, the R linear functional £(-)[g| satisfies the linear Bishop equation

(4.3) (()la] = =T{haL()[q] + hwq + b},

where the partial differentials h,, hy,, hi in (4.3) are taken at (z(-)[w], w(+)).
Here (4.3) is an inhomogeneous real linear k x k system of equations, h,
is a real k x k matrix, and h,,, hi are k X n complex matrices.

Associated to (4.3) there is the k x k complex linear system

(4.4) n = —T{han(-)lg] + hwd},

where 1 = n(-)[g] depends C-linearly on ¢. If 7 is a solution of (4.4), then
the unique solution of (4.3) is given by

(4.5) £()lg) =n()lal +n()lal-

Since ¢(0) = 0 the relation (4.1) must hold with w replaced by w + tq.
Differentiating the resulting relation with respect to ¢, and setting ¢ = 0,

we obtain an R-linear system whose C-linear form, as above, is
(4.6) E{h.n(-)[g] + hwg} = 0.

We shall need the following
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Lemma 1. The unique solution of (4.4) which satisfies (4.6) is given

(4.7) n =i[l —ihg] ‘hyeq.

PROOF of the lemma. For the proof of this lemma we closely follow,
in part, arguments by TuMANOV [Tul, p. 134].

As h vanishes to the second order at the origin, so that h, is small,
the Neuman series of the matrix system

G =1+ T{Gh,}

converges to a unique k X k fundamental solution G. Note that E{G} = I,
where [ is the k x k identity matrix. Let ¢ = h,n 4+ hyq. Then by the
assumption of the lemma and using property (A.7), we have

(4.8) E{p} =0, n=-Te, ¢=Tn.
From the definition of G and using again (A.7), we get
(4.9) TG = —-Ghy +c¢, c=E{Gh,},

and the constant matrix c is arbitrarily small if |w|, is sufficiently small.
We have

(4.10) Ghywq=G(p —hyn) =Go+ (TG + )Ty
=Go— (TG)(Ty)+ cTep.

Applying the operator T to both sides of (4.10), using E{p} = 0 and (4.9),
(A.4), (A.7), we obtain

(4.11) T{Ghywq} = GTo+ (TG)p — cp = GTp — Gh,p
=—Gn— th(h:ﬂ] + th)
= —G(I +h2)n — Ghyhwq.

It follows from (4.10), (4.8), (A.3), and (A.5) that E{Gh,q} = 0 for
arbitrary ¢g. But the latter gives that Gh,, is the boundary value of a k xn
matrix with holomorphic entries.
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As an immediate consequence we get that T{Gh,q} = —iGh,q be-
cause both Gh,, and g are the boundary values of holomorphic functions.
Insertion of this on the left in (4.11) allows us to evaluate 7, and we find
(4.7). The lemma is proved. O

Now we continue with the proof of Theorem 2. Let us write the
solution z(-)[w] in a slightly different form: we can write w(¢) = a1¢ +
asC? + ..., where a; are column vectors of length n, and then z(e'?)[w] =
z(a;e?) = z(ay, as, .. .;e?).

Fix a and consider small b of the form b = (0,...,0,b,,,0,...). Note
that b, is a column vector of length n. By Lemma 1 we obtain

z(a +b;e?) = x(a;€") 4 i[I — ihy]  hybye™?
—i[I + ihg]  hagbme ™™ + o(|bym|)-

Therefore the & x n Jacobian matrix

(4.12) @y, z) | Oz
by -3 bim) |y, o Obin |y, =0

= —i[I 4 ihy) T hge ™0 = ¢(a;e)e ™Y,

in which the k£ x n matrix ¢ does not depend on m.
We have that

2m
/ [z (a; %) +ih(z(a;e?), a1e 4 axe®? 4 ... )]e“ede =0
0
fori=1,2,...,
because the vector function e — z(a;e?) + ih(x(a;e?), a1e? + aze? +

...) is the boundary value of a holomorphic function in D. Computing the
partial differential of the above expression with respect to a,, we obtain

2
(4.13) / [ + ihat) + ihg)e? ™40 =0 for ILm=1,2,....
0

Thus the integrand in (4.13) is identically zero, which means, in particular
that the mapping

am — x(a;1) +ih(x(a;1),a1 +as +...)
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is holomorphic. We may take m =1, ay = a3 = --- = 0, and we arrive at
the fact that

a; — (z(a1,0,...51) +ih(z(a1,0,...;1),a1)

is a complex n-dimensional manifold in C**™ which lies on M and passes
through the point under consideration. This completes the proof of The-
orem 2. U

The essential point of the following Corollary is that if a CR manifold
of CR dimension n contains the germ of a complex variety of dimension n,
then the variety must be smooth.

Corollary 1. The total type function ®(p,d) > 0 for sufficiently
small § > 0 if and only if there does not exist the germ of a complex
n-dimensional subvariety of C"** which lies on M and passes through p.

PROOF. We obtain the implication in one direction as a consequence
of Theorem 2. Namely, if there does not exist the germ of a complex n-
dimensional subvariety of C"** which lies on M and passes through p,
then we must have that ®(p, d) > 0 since the only other alternative is that
®(p,d) = 0, which by Theorem 2 implies that M contains the germ of a
complex n-dimensional submanifold of C"** which lies on M and passes
through p, giving a contradiction.

In order to prove the implication in the opposite direction, we shall as-
sume that M does contain the germ of such a variety V passing through p,
and show that V' must be a complex n-dimensional submanifold. Then
by Theorem 2 we obtain that ®(p,d) cannot be > 0 for arbitrarily small
0> 0.

Without loss of generality we may assume that p is the origin and that
M is locally given as in (2.1). Let D be the Levi distribution on M; i.e.,
the distribution of real 2n-planes on M which assigns to each point p on M
the holomorphic tangent space to M at p. Let D be a smooth extension
of the Levi distribution to an ambient neighborhood of M. Consider the
decomposition V' = Vi¢e U Ving into its regular and singular parts; we have
Vsing C Vreg, and that 0 € Vi, since otherwise there is nothing to prove.

We introduce W = {(0,w) € C*¥ x C" | (z2,w) € Vieg}, which is an
open set in C™ whose closure contains the origin. Consider any real curve
which is C! in WU{0} and set T' = C* x 5. The intersection DNI" provides
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us with a O distribution of real lines on the manifold I", which therefore
has unique integral curves. There is only one such integral curve passing
through 0.

The intersection VNI = (Vg NT) U{0} consists of a finite number of
real integral curves, each of which approaches the origin in a C'' manner.
By the uniqueness mentioned above there can be only one such curve. As
v was arbitrary it follows that V,.s is the graph of a single holomorphic
function, and hence that V is a complex manifold.

This argument was inspired by a similar argument in [Pin]. O

5. The conormal type function for a hypersurface

In this section we consider the special case where the CR manifold M
is a hypersurface; i.e., is of type (n,1). This case merits special attention
due to the fact that domains in C"*! are bounded by such hypersurfaces.
Thus we consider (2.1) or (2.4) with £ = 1 and choose a local orientation
so that y > h(z,w) corresponds to the + side, and y < h(x,w) corresponds
to the — side of the hypersurface.

This enables us to define the conormal type functions ®(p,d) and

®_(p,d) by
@ (p,d) = sup{y(0)[w]}
®_(p,6) = —inf{y(0)[w]}

where the supremum and infimum are taken just as before; i.e., with ¢ = 0
and over all w(-) € [O(D)N C*(D)]™ with w(0) = 0 and |wl|, < J.

Note that the conormal type function ®4(p,d) is a more refined con-
cept than the total type function ®(p,d). The function & (p,d) for exam-
ple measures the “maximum distance”, in the positively oriented direction,
from the point p to the centers of analytic discs of radius at most § with
boundaries on M.

(5.1)

As in (2.6) these functions satisfy:

(Di(pa 0) = 07 (I)i(l% 5) > 0
(5.2)
® (p,d) is monotonically decreasing as § \, 0.

We have that &4 (p,d) is jointly continuous with respect to the variables
(p,9) for (p,0) € Mioe X [0,00]. Likewise the remark following Theorem 1
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applies separately to either ®(p,0) or ®_(p,d). In fact ®,(p,d) and
®_(p,d) each satisfy an estimate as in Theorem 1, as is easily seen; hence
the essential properties of &, and ®_ are invariant under local biholomor-
phic mappings.

The relation between the total type function and the conormal type
function for a hypersurface is simply

®(p,0) = max{® (p,9),®_(p,9)},
see Proposition 3 and the remark following it.

Proposition 2.

(a) ®_(q,6) = 0 for all points q sufficiently near p, and for all sufficiently
small § > 0, if and only if M is weakly pseudoconvex at p (i.e., the
region {y > h(x,w)} is weakly pseudoconvex near the origin).

(b) ®_(gq,0) = 0 for all points ¢ sufficiently near p, and ®(p,d§) > 0;
for all sufficiently small § > 0, if and only if M is weakly pseudo-
convex at p and M does not contain the germ at p of any complex
n-dimensional subvariety.

Remarks. We give examples below which show that the asymmetry
between p and ¢ in part (b) of the proposition cannot be removed:

1. The reverse implication in (b) fails if we change the statement
about @, to read that ®(q,d) > 0 for all ¢ sufficiently near p and for all
sufficiently small § > 0.

2. The forward implication in (b) fails if we change the statement
about ®_ to read that ®_(p,d) = 0 for all sufficiently small § > 0.

PROOF of the proposition. It suffices to observe that if, for fixed p,
®_(p,0) = 0 for all sufficiently small 6 > 0, then the Levi form of M
at p is positive semidefinite. Thus both implications in part (a) are im-
mediate consequences of well known classical results about pseudoconvex
domains (see [Lv], [Lw], [B], [W], [HT1]). In view of part (a), part (b) is
a consequence of Corollary 1. O

Examples

In this subsection we give examples concerning relations between the
type functions and holomorphic extension in the case of hypersurfaces, as
explained in the remark after Proposition 2.
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Example 1. In C?, with coordinates (z,w), we consider the hypersur-
face defined by y = h(z,w), where

0 if e2|w]? — 22 <0

h(z,w) = 1 .
exp (_52’7142—952) if e2|w|? — 2% > 0.

Fix an arbitrarily small € > 0, and take a sufficiently small neighborhood U
of the origin in the (z,w) space. Let M be the piece of hypersurface for
which (z,w) € U. For each £ > 0 there is a neighborhood U such that
M is weakly pseudoconvex. It is easy to see that ®,(p,d) > 0 for all
sufficiently small § > 0. Let X be the subset of M which corresponds to
(z,w) € UN{e?|w|?> — 2% > 0}. Note that we may regard ¥ as being an
exceptional set of arbitrarily small measure on M. By (b) M does not
contain the germ at 0 of any complex 1-dimensional subvariety. But for
g € M\ ¥ we clearly have ®(q,d) = 0 for sufficiently small § > 0, since
in that region M is flat.

Example 2. Next we construct an example, also in C2?, such that
®_(p,§) =0 and P, (p,d) > 0, for all sufficiently small § > 0, but for
which M is not weakly pseudoconvex at p. A similar example was consid-
ered in [BT?2].

With (z,w) = (z + 4y, u + iv) let M be the hypersurface in C? given
by the equation

(5.3) y = h(w) = v* — cu?,

where 0 < ¢ < 1 is a constant. We note that M is not pseudoconvex for
any 0 < ¢ < 1, and is convex for ¢ = 0. In terms of the variable w, the
equation takes the form

1 1-—
(5.4)  y=hw) = — | =t P

4 |4(1+¢)
T T g

Since we consider the centers of analytic discs obtained by lifting the discs
w = w((), w(0) = 0, we note that the hypersurface M has exactly the
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same properties, with respect to the centers of discs, as the following hy-
persurface M:
3 1—c

(5‘5) M : Yy = —wgﬁ—l— bw’w? — w@s, where b = 5 . 1T o

We note that 0 < b < % if 0 < ¢ < 1. It is easy to check that M is
pseudoconvex if % < b (if we allow all positive b’s), which in terms of ¢ can
happen only if ¢ = 0.

Take any function w(¢) = u(¢) +iv(¢), w(0) = 0, w # 0, holomorphic
in D and continuous on D. Then

w!(€) = u*(¢) = 6u*(Q)v*(¢) +v*(¢) + 4iu’(¢)v(¢) — u(O)v*(¢)]

is also holomorphic and vanishes at 0. So, in particular, we have

1 27

(5.6) [u* (™) — 6u?(e)v? (™) + v* ()] df = 0.

2 Jy

To simplify the notation we drop € in the integrals below. Using (5.6)
and the Holder inequality we obtain

27 2m
(5.7) / (u* +0*) db = / 6u’v? df
0 0

col ] ([

The inequality in (5.7) cannot be improved in the class of functions v and

1/2 1/2

v which are considered. This can be seen (after some computations) if we
take the following family of functions Fr, R > 1, and let R — oco. Define

1/4
144 (Z(lJriaR)Jr(iJr‘aR))l/Q /
FR(Z) — UR(Z) + iUR(Z) — Re—iw/s z(itar)+(1+iar) — 1,
1—3 (z(l—l—iaR)—l—(i—l—aR)) /
z(t+ar)+(1+iar)
where
1+2R*— R®

R YR+ RS
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Fr maps the unit disc onto a sector of the disc of radius R centered at
—1, with the opening equal to 7/4, and with the real axis as the axis of
symmetry. Also we have

F0)=0, F(1)=R-1, F(-1)=-1.

This kind of example was suggested to the authors by Chris Bishop. (Sim-
ilar examples are also considered in [Pic].)

27 2
a= / utdh, = / vt de.
0 0

Then (5.7) implies a + 8 < 64/, which gives

Denote

(5.8) 17— 12v2 < % <17+ 122
Now we consider the integral
1 27 ) 1 27 ) )
(5.9 I= o /. h(w(e)) df = 27r/0 [t (') — cu*(e)] db

_ B o
-5 (1-5).

which gives the y-component of the center of the analytic disc that corre-
sponds to the parameters (0, w(-)). Using (5.8) and (5.9), we obtain

g

(5.10) o [1-c(17+12v2)] <1< % [1—c(17 —12V2)].

We have two consequences of (5.9) and (5.10):

NH< e ————
(1) T 1T+ 12V2

1
Note that ¢ = ————— corresponds to b = /2.
17 +12V2 P

(2) The property that the inequality in (5.7) cannot be improved gives
<c<1.

, then I > 0; i.e., _(0,0) = 0.

that I can be positive or negative if ————
P & 17 +12v2

Conclusion. The function @, (0,d) > 0 for all sufficiently small 6 > 0.
This follows from the form of the equation of the hypersurface (5.3).
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In so far as ®_ is concerned we have:

1
1°If0<e< ————, then ®_(0,0) =0 but M is not pseudoconvex.
17 +12v/2
1
2° If ———— < ¢ <1, then &,.(0,9) > 0 and ®_(0,9) > 0 for small
17+12v2 +(09) (©.9)
0>0.

Note that 1° establishes the claim made in point 2 of the remarks. More-
over, the behavior of &, and ®_ agrees with the holomorphic extension
of CR functions from M, which is given by the sector property considered
in [BT2]. Thus for this example, at the origin, we have (see below): CR
functions extend to both sides if and only if 0 is a point of pseudoconcave
type. CR functions extend to one side, and not to the other side, if and
only if 0 is a point of positive type, which is not a point of pseudoconcave
type, the side being determined by the conormal type function.

6. Points of positive and pseudoconcave type
for a hypersurface

Now that we have the total type function and the conormal type
functions available, for a hypersurface, we are able to make the following
definitions: (1) a point p on M will be called a point of positive type iff
®(p,d) > 0 for sufficiently small § > 0. We shall say M has positive type
provided each point of M is of positive type. (2) a point p on M will be
called a point of pseudoconcave type iff &4 (p,d) > 0 and ®_(p,d) > 0 for
sufficiently small § > 0. We shall say M has pseudoconcave type provided
each point of M is of pseudoconcave type.

In terms of our previous discussion we have the following interpreta-
tions:

(i) p is a point of positive type iff there does not exist the germ of any
complex n-dimensional submanifold (equivalently n-dimensional subvari-
ety) of C"*! which lies on M and passes through p.

(ii) If p is a point of positive type, but not of pseudoconcave type, then
continuous CR functions (or CR distributions) defined in a neighborhood
of p on M all have holomorphic extensions to the side of M where the
conormal type function is positive, with continuous (distribution) bound-
ary values. See Section 10 and the remark just below.
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(iii) At a point p of pseudoconcave type we have the local holomor-
phic extension of germs of CR functions (or CR distributions) to a full
neighbourhood of p in C**1.

Remark. CR distributions on a hypersurface of pseudoconcave type
are smooth. This follows from classical results about the extension of holo-
morphic functions, by using the Mayer—Vietoris sequence for distributions.
The same Mayer—Vietoris sequence for distributions allows one to demon-
strate the claim about holomorphic extension of distribution CR functions
made in (ii) (see [AHLM], [HM], [NV]).

We now pass to some applications of these notions (see [HN2]).

Theorem 3. Let M be a connected CR hypersurface of positive type
and let g, g # 0, be a continuous CR function on M. Then

(a) The zero locus Zy = {p € M | g(p) = 0} does not disconnect M.

(b) If f is a continuous CR function defined on M \ Z, and if locally
f=0(g7%) for some k > 1, then f has a CR meromorphic extension
f toall of M:; i.e., f is locally equal to the ratio of two continuous CR
functions.

Remark. Thus, according to (i) above, the zero locus of a continuous
CR function cannot disconnect M, provided that the hypersurface M does
not contain the germ of any maximal dimensional complex submanifold. It
worth pointing out that there are examples of STENSONES [St] as follows:
Let D be a strongly pseudoconvex domain in C**! with a smooth 2n + 1-
dimensional boundary M. It is possible to construct a function G € C(D)N
O(D), whose boundary values g provide a continuous CR function on M
such that Z, has Hausdorff dimension equal to 2n + 1.

The next result is an analogue of the classical Riemann theorem on
removable singularities.

Theorem 4. Let M be a connected CR hypersurface of pseudoconcave
type and let g, g # 0, be a CR function on M. If f is a bounded (locally on
M) CR function on M \ Z,, then f uniquely extends to be a CR function
on M.

The following is a generalization of the classical Jacobian theorem for
holomorphic maps.
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Theorem 5. Let My, Ms be CR hypersurfaces of pseudoconcave type.
Suppose that F' : M1 — My is a CR mapping which is a local homeomor-
phism. Then the real Jacobian of F' does not vanish at each point of M,
F is a local diffeomorphism of My onto F(M), and each local inverse is
CR on its domain of definition in M.

In [HN2] very simple proofs of the above theorems were found under
stronger hypotheses involving the Levi form, which utilize the general-
ization [RS] of Radé’s theorem to CR hypersurfaces. But by using the
properties of the total and conormal type functions of a CR hypersurface,
which we have developed, and the improved version of the Radé’s theorem
in [C], we are able to apply verbatim the same proofs.

7. The conormal type function in higher codimension

Now we turn to the definition of the conormal type function in the
case where M is of type (n, k).

The duality pairing between the real tangent and cotangent bundles
of C**" will be denoted by (n,v), with 1 a real cotangent vector in CF*+"
and v a real tangent vector in CK¥*". Since M is always assumed to be
locally CR embedded in some CK*" it will cause no confusion to use
the same letter J to indicate both the intrinsic partial complex structure
on M, associated to the CR structure, and the extrinsic multiplication
by v/—1 in C*¥*t". In other words we have J : HM — HM, J?* = —1I,
where HM =TM N JTM denotes the holomorphic tangent bundle to M.
The characteristic bundle H°M is the annihilator of HM in T*M; it is
a rank k subbundle of T*M. The formal transpose *J : H'M — N*M
satisfies (4J)? = —I; actually 'J = —J. Here N*M is the conormal bundle
of M.

Let M be represented as in (2.1) or (2.4). The conormal type function

@ : H' My, x [0,80] — R
is defined by
(7.1) D(p,€,08) = sup(‘J¢, yP(0)[w)),

in which
0 0 +
(p,&) € H' M, §€HpM, R™ = {t > 0}.
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Here, just as before,

1 27

(7.2) Y (0)[w] hP (P (") [w], w(e™)) de,

=5 |,
with ¢ = 0, the supremum being taken over all w(-) € [O(D) N C%(D)]"
with w(0) =0 and |w|, < 6, and Jy is appropriately small.

The function ®(p, &, d) is jointly continuous as a function of (p,§, ).
This follows, as before, from the stability of solutions to the Bishop equa-
tion. For each fixed (p, &), as a function of §, we have

®(p,£,0) =0, @(p,£,6) =0

7.3
(7:3) ®(p, &, ) is monotonically decreasing as 6 \, 0.

Hence for each fixed (p, &), there are two mutually exclusive possibilities:
either ®(p,&,0) > 0 for sufficiently small § > 0, or else ®(p,£,0) = 0 for
sufficiently small § > 0.

Note that for A > 0

(7.4) D(p, A, 0) = A\P(p, &, 0).

There is a simple relationship between the total type function and the
conormal type function of M:

Proposition 3.

(a) (I)(p7 5) = MmaxX|g¢|=1 (I)(p, 57 5)
(b) For any basis {¢; };?:0 of H)M , there exist positive constants ¢ and C
such that

(7.5) Clrélfgk{‘ﬁ(p, +£;,0)} < ®(p,d) < Clrgjagk{@(p, +£5,0)}

(c) Let &,... & € HOM, and let t; >0, Y5 ; t; = 1. Then

k 2
(7.6) (I)<p7ztj§j75> <D 19(p,€5,9).
j=1 j=1

In particular, if ®(p,§;,6) =0, j =1,...,k, for all sufficiently small
d > 0, then ®(p,&,0) = 0 for all £ from the simplex spanned by
&1, &k
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PROOF. One inequality in (a) is easy, namely since |\J¢| = [£] =1, it
follows that

(7€, y(0)[w]) < ['7¢] [y(0)[w]] = |y(0)[w]|-

Taking first the supremum of both sides, and then the maximum on the
left, we obtain 0 < max¢j—; ®(p,§,6) < (p,d).

For the opposite inequality in (a), consider the parameter disc wq(-)
from Proposition 1; i.e., |y(0)[wo]| = ®(p, J). Note that the vector y(0)[wo]
lies in the normal space N, M. If it is the zero vector then there is nothing
to prove. If on the other hand, y(0)[wo] # 0 then there is a linear functional
n € Ny M, with [n| = 1, such that (1, y(0)[wo]) = |y(0)[wo]|. It then suffices
to take £ = (YJ)~tn = Jn.

Part (b) is an immediate consequence of the equivalence of the Eu-
clidean and maximum norms in R¥.

Part (c) follows from the estimates:

k k
<I><p, >t 5) = sup <Z t;%7¢;,47(0) [w]>
. .
’ k
Zt sup(*J&;, yP Zt @ (p,&5,0)

This proves the proposition. O

Note that when the codimension is equal to one, because of (7.4), we
have in effect that £ can be replaced by {4, —} and therefore (a) becomes

®(p,6) = max{P,(p,d), 2—(p,9)}.

The supremum in (7.1) can be achieved:

Proposition 4. Let (p,&,d) be fixed. Then there is a wy(-) € [O(D)N
C*(D)]™, with wy(0) = 0 and |wo|a < 6, such that

(7.7) O(p, €, 6) = ("J&, yP(0)[wo]).

The proof of Proposition 4 is exactly the same as of Proposition 1.
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8. Biholomorphic invariance of the conormal type
function

Next we investigate the behavior of the conormal type function under
biholomorphic mappings. Let M C C* x C" and M C CF x C" be locally
embedded CR manifolds, each having type (n,k). Assume that F is a
biholomorphic mapping of a neighborhood U of M onto a neighborhood
U of M, such that F|y; : M — M, and set p = F(p). Likewise ¢ € HgM
and é € HIQM are related by £ = F*g

The biholomorphic mapping F' will slightly distort the condition we
have imposed on the parameter disc corresponding to the lifted disc. As is
usual in microlocal analysis, this must be compensated for by introducing
conical neighborhood. We shall utilize the intersection of cones, having
opening € about é = (0, with the unit sphere in the space of characteristic
directions at a point p:

(8.1) T.(§)={ceHIM| |o| =1, £(0,§) < e}

Theorem 6. For K C M a compact neighborhood of pg € M, and
any € > 0, there exist positive constants A = A(e), B and &y such that

(8:2) O(p,£,8) < Ale) max_®(p, 0, BS),
o€l (5)

forallp € K, & € HIM with [| =1 and 0 < 0 < &.

PROOF. As in the beginning of the proof of Theorem 1, we fix affine
unitary transformations 2, Q for M, M, respectively. For each p € M
we have a mapping A? = (A}, \b), with A} having k& components and A}
having n components, given by (3.1), which maps a neighborhood of Q, M
biholomorphically onto a neighborhood of QM and such that (3.2) holds.
The mapping AP depends smoothly on p and is of the form (3.3).

Take an analytic disc w = w(¢), w € [O(D) N C*(D)]", w(0) = 0,
|w|, < & and consider (3.4), where 2P = zP(e'?)[w] is the solution to the
Bishop equation (A.8) for £, M, corresponding to the data (0, w(-)).

Take any £ € HYM with |¢] = 1. To estimate ®(0,¢,6) it is enough
to estimate the expression under the supremum on the right-hand side
of (7.1). Notice that 'J¢ = ajdy; + --- + agdyy for some coefficients
ai,...,ar with a? +--- 4+ a2 = 1. The center of a disc is of the form
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(y1(0)[w], ..., yx(0)[w]). After application of the biholomorphic mapping
A, we get LJE = [(AP)*]"1JE = aydjy + ... + ardijr. Note that [WJ€]| is
not necessarily 1, as biholomorphic maps are not isometries, but there are
positive constants ¢; and C; such that ¢; < |tJ§:] < (.

Next we consider, as in the proof of Theorem 1, the lifts to Qﬁ]\;f
which correspond to taking as data (3.5)—(3.7). Actually here we consider
only (3.5) and (3.7). The center of the disc that corresponds to (3.5) is
of the form (A} (z(0),w(0)), A5(2(0),w(0))). Since the parameters for this
disc do not correspond to the ones allowed in the definition of the type
function, we consider the lift of the parameter disc (3.7). From the proof of
Theorem 1 (see (3.8)—(3.12)), we get an estimate for the distance between
the § component of the centers of the above two discs:

(8.3) [SAT(2(0), w(0)) — ¥#(0)] < Ca26]y#(0)].

Now we start to estimate the conormal type function ®(p, &, d). Note
that to obtain (8.2) it is enough to prove the estimate if ®(p,£,d) > 0 for
all § > 0 sufficiently small, since otherwise the estimate is obvious. By the
argument from the proof of Proposition 1, for each § > 0 sufficiently small,
we can choose a ws such that ®(p,&,0) = (JE, yP(0)[ws]) > 0. Then we
have

(84) (€47 (0) ws]) = (J€, AZ(y? (0)[ws], 0)).
It follows from the form (3.3) of AP that there is a constant C5 so that
(85) 1A« (y"(0)[ws], 0) — S{AT (i (0)[ws), 0)}] < Csy” (0) [ws]|*.

Using (8.4) and (8.5) we obtain by elementary geometry, that there is a
constant Cy(e) such that

(8.6) ("€ AL (yP (0)[ws], 0))

< Cule) sup  (Jo, S{A(iy? (0)[ws], 0)}),
o€l /2(8)

uniformly with respect to 4.
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Finally, if on the right in (8.6) we replace the disc that corresponds to
the parameters (3.5) by the disc that corresponds to the parameters (3.7),
and use (8.3), we obtain that there is a constant C5(¢), so that

(8.7) sup  (“Jo, S{A (i (0)[ws], 0)})
g€l 2(0)
< Cs(e) sup )<tJa, (7 (0)[ws],0)),

uniformly with respect to §.

To complete the proof, we use exactly the same argument as at the
very end of the proof of Theorem 1. So we see that the “radius” of the
parameter disc (3.7) can be estimated by const |w|,. This, together with
(8.7) gives the estimate of the theorem. O

Next, in order to gain some control over the behavior of centers of discs
as 0 — 0, we decompose the unit sphere S*~! = {¢ € HOM | [¢| = 1} as
follows: let

P={cecS" | d(p¢,6) >0 for all sufficiently small 6 > 0,

Z = {€ € 81| there exists §(€) > 0 such that ®(p,£,8) =0
for all 0 < 0 < 4()}.

This gives a disjoint decomposition S¥~1 =P U Z.

If Ais a subset of S*~1, we will say that A is convex on the sphere,
provided that A is the intersection of S*~! with a convex cone in HSM
with vertex at the origin.

Theorem 7. Fix a point p € M, where M is of type (n, k). Then

(a) Z is an F,, is convex on the sphere, and hence is path connected,
unless Z consists of two antipodal points. If Z is not the whole sphere,
then Z is contained in a closed hemisphere.

(b) P is a G5, and is either void, or else contains an open hemisphere.
(
(d
(e

)
c¢) Int(Z) is biholomorphically invariant.
) Pis b1holomorph1cally invariant.

) If

nt(Z2) # () then Z = Int(Z2).
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(f) mes,_1(P \ Int(P)) = mesy_1(Z \ Int(Z)) = 0.

ProoF. To prove (a) we choose a sequence {€;} \, 0 and write Z =
U; 2, where

Z;={¢e S*=1 | such that ®(p,£,0) =0 for all 0 < § < £;}-

We note that the set Z; is closed and consequently Z is an F,. It follows
from (7.6) that each Z; is convex, and hence Z is convex since it is a
nested increasing union of the Z;. Suppose Z is not the whole sphere,
then the cone subtended by Z has a supporting hyperplane, and Z must
be contained in one of the closed half spaces it determines, which intersects
Sk=1in a closed hemisphere.

For (b) we observe that P is a Gs, since its complement is an F,. If
P # () then Z is not the whole sphere, so P contains an open hemisphere.

Part (c) is an immediate consequence of (8.2).

For part (d) it suffices to observe that P = S¥~1 \ Int(Z).

To demonstrate (e), assume the contrary; i.e., that Z ¢ Int(Z). Then
there exists an 2 € Z, and an open neighborhood U of z on S*~! such that

UNInt(Z) = 0. We form the cone C' in H)M having vertex at x and with
base Int(Z), and consider the infinite positive cone C, with vertex at the
origin, which is subtended by C. Set ¥ = C N S¥=1. Then we have that
Int(X) C Int(Z), as Z is convex on the sphere, and clearly Int(X)NU # 0,
which gives a contradiction.

In order not to overburden the exposition with a measure theoretic
argument, we leave the proof of (f) to the reader. O

9. Relation to the Levi form and finite type

First consider the conormal type function of a hypersurface M in
C"*! with a local defining equation (2.1), and set p = h —y. The classical
Levi form of M at the origin is then the Hermitian form in n variables de-
fined by Zﬁil 32%(0)@@ restricted to the holomorphic tangent space
Z;‘:ll %(O)Cj =0, where ¢ = ((1,(2,---,Cnt1) € C*"™L. Here we choose
Q = {p < 0}, so that Q corresponds to the + side of M. It is then
staightforward to verify the following;:

If the classical Levi form at 0 has at least one positive (negative)

eigenvalue, then ®(0,8) > constd? (®_(0,0) > const §2) for sufficiently
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small 6 > 0. Conversely, if ®_(0,6) =0 (®4(0,5) =0) for all sufficiently
small & > 0, then the classical Levi form at 0 is positive semidefinite
(negative semidefinite).

Of course if the classical Levi form at 0 has all zero eigenvalues, it can
still happen that &, or ®_, or both, are positive.

Next suppose that € is weakly pseudoconvex near 0 (so ®_(0,) =0
for sufficiently small 6 > 0). If M has finite D’Angelo type (i.e., finite
singular 1-type, see [DA]) at 0, then ®,(0,d) > 0 for sufficiently small
0 > 0, so that in our terminology 0 is a point of positive type. Of course,
as we have seen in §5, in this situation 0 can have infinite D’Angelo type
and yet be a point of positive type in our sense. Also it can happen that
a point p € M is of positive type and a singular complex curve lies in M.

In fact we may drop the assumption that 2 is weakly pseudoconvex,
and we have the following: If the point p on M is a point of finite regular
1-type m, then p is a point of positive type, and for the total type function
there is an estimate of the form ®(p,d) > const ™, as § — 0. The proof
is the same as in [DH1, Proposition 5.1].

In higher codimension it is possible to give an intrinsic characteri-
zation of the Levi form of M at p (see [HN1]): Consider a general M
of type (n,k) in C"**. Given & € H)M and X,Y € H,M, let us
choose £ € Tioc (M, H°M) and XY e Toc(M, HM) such that g(p) =&,
X(p) =X, Y(p) =Y. We then have that

(9-1) dé(X.Y) = —¢([X,Y)),

and hence the two sides of (9.1) depend only on &, X, Y. In this way we
associate to £ € HSM a quadratic form

L(p,&,X) = &([JX, X)) = d§(X, JX)

on H,M. This form is Hermitian with respect to the complex structure
tensor J of H,M. Indeed we have

L(p,§,JX) = L(p, &, X) vX e H,M.

This Hermitian form L(p,&,-) is called the intrinsic Levi form of M at p
and the characteristic direction &.

Suppose that for some £ € HSM the intrinsic Levi form has at least
one positive eigenvalue. Then the conormal type function ®(p,&,d) > 0
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for all § > 0 sufficiently small; in fact we have an estimate of the form
®(p,&,0) > const §2. This estimate is an immediate consequence of Theo-
rem 9.1 in [HT1]. Conversely, if for fixed p, ®(p, —&, ) = 0 for sufficiently
small 0 > 0, then the intrinsic Levi form L(p, &, ) is positive semidefinite.

Now let us impose the possitivity condition for all £ # 0: Recall that
M is said to be pseudoconcave at p (see [HN1] for details) provided that
at p the intrinsic Levi form has at least one negative (same as positive,
upon replacing & by —¢) eigenvalue in each characteristic direction &; i.e.,
for all ¢ € HSM , &€ # 0. In this case we have for the conormal type
function, that

(0.2) { D(p,£,0) >0 forall e HSM7 40,

and for all sufficiently small § > 0.

Hence, in higher codimension, we may take (9.2) to be the definition of p
being a point of pseudoconcave type on M. Thus we obtain a generalization
of the notion of a pseudoconcave CR manifold; namely we generalize to
CR manifolds M of pseudoconcave type, by requiring that (9.2) hold at
every point p € M. Likewise, for the total type function, if ®(p,d) > 0 for
all sufficiently small § > 0, then p will be called a point positive type.

Finally we explain the connection with “higher Levi forms”: Choose
any local basis Z1, ..., Z, near p for the space of smooth complex vector
fields of type (1,0); so that Zy, ..., Z,, give a basis for those of type (0, 1).
Then consider all possible Lie brackets of the Z;’s and Z,’s, and evaluate
them at the point p.

Proposition 5. Assume that, after some finite number of commuta-
tors, one obtains a vector which is not in the span of Z1, ..., Zn, Z1, ..., Zn
at p. Then p is a point of positive type; if fact, there exists a characteristic
direction £ at p such that ®(p,&,d) > 0 for all sufficiently small 6 > 0.

PROOF. The hypotheses imply that there cannot be the germ of any
complex n-dimensional submanifold lying on M and passing through p.
Hence by Corollary 1, p is a point of positive type. The existence of the &
is then a consequence of part (b) of Propostion 3. O
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10. CR extension and CR submanifolds

First we recall two theorems; one about holomorphic approximation
of CR functions, and the other about holomorphic extension of germs of
holomorphic functions:

1. Recall the approximation theorem of BAOUENDI and TREVES:
In [BT1] it was shown that if f is a continuous CR function in a neighbor-
hood of p on M, then on a smaller neighborhood of p in M, f is the limit,
in the uniform norm, of a sequence of holomorphic polynomials p; in the
holomorphic coordinates of C"**. This result can be generalized to obtain
convergence in higher norms: If f is a CR function of class C*, where t is
an integer with 0 < ¢ < oo, then there is such a sequence p; that converges
in C* (personal communication with M. S. BAOUENDI, or see [HT2]).

2. Recall Theorem 8.2 in [HT'1] about the extension of germs of holo-
morphic functions on a fixed neighborhood of p in M: They all have holo-
morphic extensions to the same locus D, where D is the union of closures of
images of a maximal family of local analytic discs having their boundaries
within the fixed neighborhood of p on M. (Using, say, C* discs.)

However it is well known, by a maximum modulus principle argument
for algebras of holomorphic functions, that the convergence of the holo-
morphic approximations also takes place uniformly on D. In this way one
obtains a continuous limit, which by definition, we regard as a CR function
on D. If the original CR function f on M is of class C?, then the conver-
gence of the p; to the extended continuous CR function f takes place in
C* on the closure of the image of each individual analytic disc involved in
the construction. For this one has to use analytic discs of class C*%, so
that D is replaced by a perhaps somewhat smaller D;.

Thus one has CR extension of a CR function f in a neighborhood
V of p on M to at least the locus D where one has the holomorphic
extension of germs of holomorphic functions. Hence it is important to try
to understand just what is the union of the closures of the images of these
local analytic discs with boundaries contained in V.

We attempt to gain some insight into this question by tracking the
centers of these discs. We introduce the open half spaces

Hf ={ve N,M | ('J¢v) >0},
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where N, M denotes the normal space to M at p. Let C =P N{—Z} on
S¥=1 where P and Z are as in §8.

Let U be any sufficiently small neighborhood of p in C"**,

Theorem 8.

1. There are centers of analytic discs in U N H;", for each & € P.
2. There are no centers of analytic discs in U N {Ugez ng] .
3. There are centers of analytic discs in U N ﬂgec ng

Remark. In 3. above we have centers of discs trapped in I" = [ cec H, §+ ,
which is a convex cone in the normal space N,M.

We shall need the following two propositions. Set C™2 = C™ x

cm2=m,

The first was proved in [HT2, Proposition 1].

Proposition 6. Let N” be a CR manifold N° ¢ C™ of type (n,l). Let
U : N” — C™ ™ andlet N C C™ be the graph of ¥ over N”. Then N is
a CR manifold of the same type, (n,1), if and only if $ = (I, ¥) : N° — N
is a CR map; i.e., if and only if each component of ¥ is a CR function
on N°.

Note that neither manifold in Proposition 6 is assumed to be generic.
The proposition is often used locally by starting with N, choosing a point
p € N, and taking the holomorphic projection of N onto C7T,, N, producing
a generic N°. In this circumstance we will refer to N” as the generic image
of N at p.

The second is an immediate consequence of the local version of a
theorem of SUSSMANN [Su]. It was formulated in [BR1].

Proposition 7. Let M be a CR manifold and let p € M. Then there
is a unique germ N of a CR submanifold of minimal dimension contained
in M, which passes through p, and has the same CR dimension as M.

The germ of the manifold N consists of all points which can be reached
from p by a finite sequence of integral curves of H M, locally near p.

We now return to the consideration of a generic M of type (n,k) in
C"**. Fix a point p on M, and consider the unique CR submanifold N
on M through p given in Proposition 7. Our Theorem 2 already gives
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a necessary and sufficient condition for when N is of minimum possible
dimension; i.e., when N is of type (n,0).

Therefore in the remainder of this section we discuss the next case;
that is where the N is of type (n,1). Consider the generic image N > in
CT,N = C"! C C"** and denote its type function by ®°. If N” were to
contain the germ of a complex n-dimensional submanifold through p, then
so would M, by Proposition 6. Hence p is a point of positive type on N?,
which might or might not be a point of pseudoconcave type.

In this situation we have the following;:

Theorem 9. (a) Ifp is not a point of pseudoconcave type on N° then:

(i) There is an (n+1)-dimensional complex submanifold N of C"** whose
boundary contains N. Moreover, each continuous CR function on N
has a holomorphic extension to N with continuous boundary values
on N.

(ii) There is a (2n + k + 1)-dimensional real submanifold N* in C*** (not
necessarily CR), containing N, whose boundary contains a neighbor-
hood of N in M. Moreover, continuous CR functions on N* N M have

continuous CR extensions to N* with continuous boundary values on
Nin M.

(b) If p is a point of pseudoconcave type on N > then N contains N
in its interior, and each CR function on N is the restriction to N of a
holomorphic function on N. Also N* contains a neighborhood of N on M
in its interior. The continuous CR functions on N* N M have continuous
CR extensions to N¥.

PRrROOF. First we organize convenient holomorphic coordinates: In

C"*t* we use our usual coordinates (z,w) = (z1,..., 2k, W1, ..., w,), and
take p to be the origin. We decompose C"t* = C! x CF~! x C", with C"*+!
being the space of the (z1,ws,...,w,). The holomorphic projection 7 :

Crtk — €™t s given by m(z1, ..., 2k, w) = (21,w). Thus N* = 7|5 (N),
and without loss of generality we can assume that N’ is given by the usual
equation y; = g(z1,w), where g vanishes to second order at the origin.
As in §5, y; > g(x1,w) corresponds to the + side of the hypersurface N”
in C**1,

To prove (i) we may assume that ®” (0,6) > 0 and ° (0,6) = 0, for
all sufficiently small 6 > 0. By (ii) in §6 we know that CR functions on
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N’ have local holomorphic extensions to the + side of N” in C**'. In
particular the local graphing function ¢ : N° — CF=1, which graphs N
over N’ is CR, and hence has a holomorphic extension 1. The N is then
obtained as the graph of ¢. If f is a continuous CR function on N, then
f 1 is a CR function on N®, and hence has a holomorphic extension
f o1 to the + 51de of N”. The required holomorphic extension to N is
then given by f = f ot or|s.

Note that if p is a point of pseudoconcave type on N°, then v has a
holomorphic extension 7,/? to both sides of N? in C"*, so N contains N in
its interior. In that case each CR function on N is the restriction to N of
a holomorphic function on N.

To prove (ii) we introduce the Banach spaces B,, = [C*(D)NO(D)]",
B> =R x B, and B =R xR ! xB,, and by a slight abuse of notation we
sometimes write B = B” x R*¥~1. When 2 € R¥ we also write x = (x1,2'),
where 21 € R and 2’ = (z2,...,2;) € RF 7L,

Let U be a sufficiently small open ball about the origin in B°. For
each parameter point (c¢1,w(-)) belonging to U there is a unique analytic
disc A : D — C"*! which has its boundary on N”, obtained by solving the
Bishop equation for N” about the origin (see [HT1]). Note that here we do
not require that ¢; = 0 and w(0) = 0. Let © be the union of the closures
of the images of all such analytic discs A. Then €2 includes an open region
in C**! which lies on the + side of N°. With the same abuse of notation
as above, we consider A : D — C™*_ where A(¢) = (A(C),¥(A(C))). This
gives an analytic disc in C*** with boundary on N.

We now shift our point of view, and consider the Bishop equations,
about the origin in C"**, associated to the manifold M. The parameter
point associated to A(-) is (1,2’ (0), w(-)) € UxR*~1. We obtain a (k—1)-
codimensional Banach submanifold ¥ of B by graphing «’(0) over U. We
remark that it can be arranged that ¥ is smooth provided that M is
smooth (see [HT1, Theorem 7.1, Theorem 8.1]). Let V' be an open tubular
neighborhood of ¥ in B of radius ¢ > 0. If € and the radius of U are
sufficiently small, then each parameter point in V' corresponds to a unique
analytic disc A% in C"** whose boundary lies on M. Denote by D! the
union of the closures of the images of all these discs A*. Then D! N M
is a neighborhood of the origin in M. If f is a continuous CR function
on M, defined in this neighborhood of the origin, which is the union of the
boundaries of all of these discs A%, then f has a continuous CR extension
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f to D!, and has continuous boundary values on D# N M. Notice that
if the origin is a point of pseudoconcave type on N?, then D! includes
a neighborhood, on M, of the origin in its interior. It is clear that DF
has dimension at least 2n + k 4+ 1. The details required to show that DF
contains a real (2n + k 4+ 1)-dimensional manifold N* are left to the reader.
Also the paper [Tu2| can be consulted. O

Appendix
Analytic discs, the Bishop equation
and the Hilbert transform

Here we collect in a condensed form some essential background mate-
rial. For more complete details see [HT1].

Fix an a with 0 < a < 1; we use the standard Holder spaces: let K
be a compact subset of R™, then

CYK) = {u : K — R | |u|lq = sup |u(z)|+ sup Ju(z) = uly)| < oo}.
T€EK z,yeK ’33 - y’a

Likewise when k is a nonnegative integer, we have

Ch(K) = {u K —R ‘ |ulk,0 = Z |DPul, < oo}
IBI<k

Then C*“(K) is a Banach algebra with respect to the | |5 o norm.

We use D to denote the unit disc {¢ € C | [¢|] < 1}, S! = 9D, and
O(D) to denote the space of holomorphic functions in D. When K = S*
we indicate the norm by || q, and when K = D we indicate it by |- ]kﬁ’a.
For u € O(D) N C*(D) these two norms are equivalent:

‘u|k,a < |u’£a < Ck,a

> u’k,a-
The operator
. 1 27 . ei0 + eit
ty [

is known as the Hilbert transform on S'. It is a bounded linear operator
T : Cha(St)y — Ccke(SY), and ||T||ka < ||T||a for & = 0,1,2,..., (see
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[HT1, §3]). The significance of T is as follows. Let y = Tx with = €
C**(S') and let U be the unique harmonic function in D having boundary
values . Then U € C*<(D). Construct the unique conjugate harmonic
function V such that V(0) = 0. Then also V € C*(D). It follows that
f=U+iV € O(D)NCH¥(D), If(0) =0, and on S* has the boundary
values x + 1y.

For any function z € C(S'), we denote its mean value by

(A.2) B(z) = — /0 " ()b,

T o

For z,u € C%(S1), the following relations hold:

(A.3) E(Tx)=0

(A.4) T(zu — (Tz)(Tu)) = 2Tu+ (Tx)u,
(A.5) E(zu— (Tz)(Tu)) =0 if E(x)=0,
(A.6) E(zTu+ (Tx)u) =0,

(A.7) If w=Tx then v = —Tu + E(z).

These relations also hold for complex valued functions x and wu.

A map g : D — CK*" with each component belonging to O(D) and
to some differentiability class on D (or sometimes the image g(D)) will be
called an analytic disc in C¥*". The restriction of g to S' (or sometimes
the image ¢g(S')) will be called the boundary of the disc, and the point
g(0) will be called the center of the disc.

We shall be interested in analytic discs whose boundaries lie on M,
where M is as in (2.1). To such a disc g(¢) = (2(¢),w(¢)) in C* we asso-
ciate its so called parameters (¢, w(-)) which are defined by ¢ = Rz(0) and
w(¢). Note that ¢ is a column vector of constants in R¥, and w(-) belongs
to [O(D) N C*(D)]". Let z(e’®) now be the real part of the boundary
values of z(¢). Then the following relation, known as the Bishop equation
must hold:

(A.8) z =c—Tlh(z,w)].

Note that the Bishop equation is a k x k system of nonlinear singular
integral equations on S?.
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Therefore if we want to find such an analytic disc g (locally) with
boundary on M given by the equation y = h(z,w), as in (2.1), then we
have to solve the Bishop equation (A.8) for the column vector of £ unknown
functions z, corresponding to the prescribed data (¢, w(-)). Namely, x+iTx
will then be the boundary values of a k-tuple of holomorphic functions z(¢)
in D, with Rz(0) = ¢, and the required analytic disc is simply given by
9(¢) = (2(¢),w(C)). It is called the “lifted disc” corresponding to the
“parameter disc” (c,w(¢)) in TyM = R*¥ x C* ¢ CF x C".

We measure the size of a parameter disc in a natural way by |c| +
|w(-)|2, where |c| denotes the Euclidean norm. If the assigned parameters
are sufficiently small, in this sense, then there exists a unique solution
x to the Bishop equation such that z € C*(S'), E(z) = ¢, and |2|0 <
const{|c| + |w|P}, (see [HT1, p. 339]). One can also solve the Bishop
equation with a greater amount of smoothness, such as C*, C* or real
analyticity up to the boundary, provided one has enough smoothness on
the defining function h. See [HT1] for further details.
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