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The structure of two-sided networks
for completely simple semigroups

By MARIO PETRICH (Granada)

Abstract. As a byproduct of the kernel-trace approach to congruences on regular
semigroups S we have the operators Γ = {Tl, K, Tr, tl, k, tr} induced by the classes of
the left trace, kernel and right trace relations via their upper and lower ends. The
semigroup generated by these operators forms the two-sided network of S.

For S a Rees matrix semigroup with a normalized sandwich matrix, the two-sided
network Ω was characterized in a previous paper by the author in terms of generators
and relations. The theme of this paper is the structure of Ω. After isolating the right
zeros of Ω, consisting of constant operators, we find the structure of the rest by means
of certain triples. These triples resemble those of a Rees matrix semigroup and indeed
a part of Ω can be embedded into such a semigroup. Other structural features of Ω are
studied together with a special case.

1. Introduction and summary

The kernel-trace approach to congruences on regular semigroups has
brought unexpected results; maybe the most interesting one is the appear-
ance of operators Tl, K, Tr, tl, k, tr defined as follows. Let S be a regular
semigroup with congruence lattice C(S). For each ρ ∈ C(S), ker ρ, the
kernel of ρ, is the union of idempotent ρ-classes, tr ρ, the trace of ρ, is the
restriction of ρ to the set E(S) of idempotents of S. Further,

ltr ρ = tr (ρ ∨ L)◦, rtr ρ = tr (ρ ∨R)◦,
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where ( )◦ means the greatest congruence contained in ( ), are the left and
right traces of ρ, respectively. The relations Tl, K, Tr defined on C(S) by

λ Tl ρ if ltr λ = ltr ρ,

λ K ρ if kerλ = ker ρ,

λ Tr ρ if rtr λ = rtr ρ

are the left trace, kernel and right trace relations on C(S), respectively.
The first and third of these are complete congruences and the second one
is a complete ∧-congruence on C(S). Each of their classes is an interval,
so for ρ ∈ C(S), denoting by ρP the P-class of ρ, we may write

ρTl = [ρtl, ρTl], ρK = [ρk, ρK], ρTr = [ρtr, ρTr]

which introduces the above mentioned operators on C(S). For a treatment
of this subject, consult [2].

For a fixed ρ ∈ C(S), the set

ρ, ρTl, ρK, ρTr, ρtl, ρk, ρtr, ρTlK, ρTlTr, . . . ,

partially ordered by inclusion, is the two-sided network for ρ. This network
was studied in [6] on a free completely regular semigroup of infinite rank
with a view of application to the semigroups generated by corresponding
operators on the lattice of varieties of completely regular semigroups. The
semigroup generated by the set Γ of the above six operators we call the
two-sided network for S.

In [5], we have characterized the two-sided network Ω for a Rees ma-
trix semigroup by means of generators Γ and relations Σ and found an
isomorphic copy of Ω within the free semigroup Γ+ with the product of
representatives of the congruence µ on Γ+ induced by Σ. The network so
obtained turns out to be infinite (in general) and appears quite compli-
cated. It is the purpose of the present paper to determine the semigroup
structure of this network.

Defining the trace relation T on C(S) by

λ T ρ if tr λ = tr ρ

we are led to operators T and t defined for each ρ ∈ C(S) by ρT = [ρt, ρT ].
In [4], we performed a similar analysis for the operators K, T , k, t. In this
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case, the corresponding network is finite and of quite simple structure. We
may order these (two-sided) networks by letting u ≤ v if ρu ⊆ ρv for all
ρ ∈ C(S). In the same paper, we characterized the lattice generated by the
network of congruences in terms of generators and relations. In the case
of the two-sided networks this seems a formidable task and is not even
attempted.

Section 2 contains all the necessary notation as well as the main result
in [5]. We treat in Section 3 the semigroup ∆ of right zeros and prove some
related lemmas to be used later. Section 4 contains the main result of the
paper namely a faithful representation of Ω by ∆ and certain triples; its
proof requires seven additional lemmas. A part of the quotient Ω/∆ is
embedded into a Rees matrix semigroup in Section 5. The regularity of
elements of Ω and its D-structure are determined in Section 6. The case
of rectangular groups is treated in Section 7 which represents the simplest
case that can occur; the section ends with an example showing what might
happen in the rectangular group case.

2. Notation

We state here first the minimum notation needed from [5] and for a
complete discussion refer to that paper. Let

Γ = {Tl, K, Tr, tl, k, tr}

where these are operators on the congruence lattice C(S) of a fixed Rees
matrix semigroup S. We consider the free semigroup Γ+ generated by Γ
as the set of all (nonempty) words over Γ. We refer to elements of Γ as
letters. For any w ∈ Γ+,

h(w), the head of w, is the first letter occurring in w,

l(w), the length of w, is the length of w,

t(w), the tail of w, is the last letter occurring in w.

Let Σ be the set of relations:

(i) TlTr = TrTl = TlK = TrK,

(ii) Tltrk = Trtlk,

(iii) tltr = trtl = ktl = ktr = tltrk,
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(iv) (Kp)2 = Kp, (pK)2 = pK for p ∈ {tl, tr},
(v) P 2 = pP , p2 = Pp = p for P ∈ {Tl,K, Tr}, p ∈ {tl, k, tr} and P

corresponding to p

and µ be the congruence on Γ+ induced by Σ.
Let Φ′ be the set of all subwords of the words of the form

KtlKtrKtl . . .Ktr, and

Φ0 = {w ∈ Φ′ | l(w) ≥ 2},(1)

Φl = {wKTl | w ∈ Φ′, t(w) = tr},
Φk = {wk | w ∈ Φ′, l(w) ≥ 2, t(w) ∈ {tl, tr}},
Φr = {wKTr | w ∈ Φ′, t(w) = tl},
Φe = {tlKtl, tlKTl, trKtr, trKTr},
Φ = Φ0 ∪ Φl ∪ Φk ∪ Φr ∪ Φe,

J = {tlk, trk,KTl,KTr}.

We use the letters ω and ε for the universal and equality relations on
any set. The letters σ and τ denote the least group and greatest idempotent
pure congruences, respectively, and L, R and H Green’s relations on any
semigroup. Beside these meanings, we use these letters, with some meets
and joins, for certain words over Γ as follows. Let ∆ be the following set
of words:

ω = TlTr, L = trTl, R = tlTr,

H = Tlk, σ = TltrK, τ = tltrk,

L ∧ σ = Tltr, R∧ σ = Trtl, H ∧ σ = Tltrk,

L ∨ τ = tltrKTl, R∨ τ = tltrKTr, L ∧ τ = tltrKtr,

R∧ τ = tltrKtl.

Finally let

(2) Ω = Γ ∪ J ∪ Φ ∪∆.

It is proved in [5] that Ω is a set of representatives for the µ-classes and
the products of representatives are given. As a consequence, any word can
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be reduced to its normal form by using the relations in Σ. When writing
elements of Ω in the form w = x1x2 . . . xn or u = u1u2 . . . un we shall
always mean that xi, ui ∈ Γ for i = 1, 2, . . . , n. The main result of paper
[5] follows.

Theorem 2.1. For any completely simple semigroup S, the semigroup
generated by Γ on C(S) is a homomorphic image of Ω (∼= 〈Γ, Σ〉). No proper
homomorphic image of Ω has this property.

In order to avoid cumbersome notation, we shall denote by juxtapo-
sition both the product in Γ+ and in Ω and will make their distinction
explicit only when this is needed for clarity. Note that the union in (1) is
disjoint. We shall need in this paper a somewhat different decomposition
of Ω. So we introduce some more notation. Let

Ψ = Ω \∆,

Π = {w ∈ Ψ | either tl, tr or tl, Tr or Tl, tr occur in w},
Θ = {w ∈ Ψ | not both tl, tr or tl, Tr or Tl, tr occur in w}.

We thus get Ω = Θ ∪Π ∪∆, again a disjoint union. Let

I = {tlK, trK, Ktl,Ktr}, Ψe = {KtlK, KtrK,Ktlk, Ktrk}.

Hence Θ = Γ∪ I ∪ J ∪Φe ∪Ψe, also a disjoint union. For n = 1, 2, . . . , let

Ψn = {w ∈ Ψ | l(w) = n}

so that Ψ =
⋃∞

n=1 Ψn, a disjoint union. Note that Ψ1 = Γ, Ψ2 = I ∪ J ,

Ψ3 = {tlKtr, trKtl, trKTl, tlKTr} ∪ Φe ∪Ψe,

Ψ4={tlKtrK,trKtlK, tlKtrk,trKtlk, KtlKtr,KtrKtl,KtlKTr,KtrKTl},

and so on with each Ψn having eight elements for any n ≥ 4. Also let

Tl = {Tl, tl}, K = {K, k}, Tr = {Tr, tr},

and for any u ∈ Γ,

u =





tl if u ∈ Tr

K if u ∈ K
tr if u ∈ Tl

.
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Elements of Ω are ordered as indicated in Section 1. However, we
can write congruences on a Rees matrix semigroup by means of admissible
triples, see ([1], Section III.4) and compare them componentwise. This is
particularly suitable for elements of ∆, which are constant operators. The
partially ordered set of ∆ is represented in Diagram 1. With this ordering,
we introduce the following product. For u ∈ ∆ and v ∈ {tl,K, tr}, let

u ◦ v =

{
σ if u ≥ R ∧ σ, v = tl or u � τ, v = K or u ≥ L ∧ σ, v = tr

τ otherwise.

We generally follow the standard notation and terminology which can
be found in books [1] and [3].

3. Constant operators

According to ([5], Lemma 4.1), elements of ∆ act on C(S) as constant
functions and thus we refer to them as constant operators. These elements
play an important role in our deliberations. We paraphrase this reference
as follows.

Lemma 3.1. Elements of ∆ act as right zeros of Ω.

Lemma 3.2. The products (Γ ∪∆)Γ in Ω are given in Table 1.

Proof. This follows by a simple calculation from the relations in Σ.
As a sample, we compute

Trk = Tr(Kk) = (TrK)k = (TlK)k = Tl(Kk) = Tlk = H,

kTl = k(tlTl) = (ktl)Tl = (trtl)Tl = tr(tlTl) = trTl = L,

ωTl = (TlTr)Tl = (TrTl)Tl = Tr(TlTl) = TrTl = TlTr = ω,

ωk = (TlTr)k = (TlK)k = Tl(Kk) = Tlk = H.

The remainning cases follow just as easily. ¤

The products ∆(Ψ \ Γ) can be expressed by means of the multiplica-
tion u ◦ v defined in Section 2 and have the following form.
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Tl K Tr tl k tr
Tl Tl ω ω tl H L ∧ σ

K KTl K KTr Ktl k Ktr
Tr ω ω Tr R∧ σ H tr
tl Tl tlK R tl tlk ε

k L K R ε k ε

tr L trK Tr ε trk tr
ω ω ω ω R∧ σ H L ∧ σ

L ∨ τ L ∨ τ ω ω R∧ τ H L ∧ σ

R∨ τ ω ω R∨ τ R∧ σ H L ∧ τ

L L ω ω ε H L ∧ τ

R ω ω R R∧ σ H ε

H L ω R ε H ε

σ ω σ ω R∧ σ H ∧ σ L ∧ σ

L ∧ σ L σ ω ε H ∧ σ L ∧ σ

R∧ σ ω σ R R∧ σ H ∧ σ ε

H ∧ σ L σ R ε H ∧ σ ε

τ L ∨ τ τ R∨ τ R∧ τ ε L ∧ τ

L ∧ τ L τ R∨ τ ε ε L ∧ τ

R∧ τ L ∨ τ τ R R∧ τ ε ε

ε L τ R ε ε ε

Table 1

Lemma 3.3. For u ∈ ∆ and v ∈ Ψ \ Γ, we have in Ω,
uv = (u ◦ h(v))t(v).

Proof. We consider several cases in which we make repeated use of
Diagram 1 and Table 1.

Case: u ≥ R ∧ σ, h(v) = tl. Then utl µ R ∧ σ and the elements of
the sequence

utlK, utlKtr, utlKtrK, utlKtrKtl, utlKtrKtlK, . . .

are µ-related to
σ, L ∧ σ, , σ, R∧ σ, σ, . . .

and we see that these are µ-related to

σK, σtr, σK, σtl, σK, . . .
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Diagram 1

which evidently implies the assertion of the lemma for the cases t(v) ∈
{tl, K, tr}. Using this, we obtain

utlKtr . . . KTl µ σTl,

utlKtr . . . tlk µ (R∧ σ)k µ H ∧ σ µ σk,

utlKtr . . . trk µ (L ∧ σ)k µ H ∧ σ µ σk,

utlKtr . . . KTr µ σTr.

Case: u � R∧ σ, h(v) = tl. Then

utl µ

{ R∧ τ if R∧ τ ≤ u ≤ L ∨ τ

ε if u ≤ L
and thus utlK µ τ . From now on, the argument is the same as in the
preceding case if we substitute each σ by τ .

Case: u � τ, h(v) = K. Then

uK µ

{
σ if H ∧ σ ≤ u ≤ σ

ω if u ≥ H
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and thus the elements of the sequence

uKtl, uKtlK, uKtlKtr, uKtlKtrK, . . .

are µ-related to
R∧ σ, σ, L ∧ σ, σ, . . .

and we see that these are µ-related to

σtl, σK, σtr, σK, . . .

which evidently implies the assertion of the lemma for the cases t(v) ∈
{tl, K, tr}. Using this, we obtain the assertion of the lemma for the cases
t(v) ∈ {Tl, k, Tr} exactly as in the first case above.

Case: u ≥ τ , h(v) = K. Then uK µ τ and the rest of the argument
is the same as in the preceding case if we subtitute each σ by τ .

The two cases concerning the instance h(v) = tr are dual to the first
two cases above. ¤

The next lemma gives the first inkling into the structure of Ω.

Lemma 3.4. Both ∆ and Π ∪∆ are ideals of Ω.

Proof. By Lemma 3.1, elements of ∆ are right zeros of Ω and hence
∆ is a left ideal of Ω. By Lemmas 3.2 and 3.3, or by repeated application
of Lemma 3.2 alone, we deduce that ∆ is also a right ideal of Ω.

Next let u ∈ Ω and v ∈ Π be such that uv /∈ ∆. Since v ∈ Π, either
both tl and tr or both tl and Tr or both Tl and tr occur as letters in v.
Table 2 and its dual obtained by interchanging l and r show that after the
reductions made due to taking the product uv at least one of the listed
pairs occurs in uv. Therefore uv ∈ Π showing that Π ∪∆ is a left ideal of
Ω. The same type of argument shows that Π∪∆ is also a right ideal of Ω.

¤

The next lemma identifies elements of ∆ by the behavior of pairs of
their adjacent letters.

Lemma 3.5. Let w = x1x2 . . . xn ∈ Ω, n ≥ 2. Then xixi+1 /∈ ∆ for

i = 1, 2, . . . , n− 1 if and only if w /∈ ∆.

Proof. Necessity. The argument is by induction on n. If n = 2,
there is nothing to prove. Assume the statement valid for n − 1 where
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tlK tlk tlKtl tlKTl Ktl KTl KtlK

tlK tlK tlk tlKtl tlKTl tlKtl tlKTl tlK

KtlK KtlK Ktlk Ktl KTl Ktl KTl KtlK

trK trKtlK trKtlk trKtl trKTl trKtl trKTl trKtlK

Ktl KtlK Ktlk Ktl KTl Ktl KTl KtlK

tlKtl tlK tlk tlKtl tlKTl tlKtl tlKTl tlK

tlk tlKtl tlKTl tlK

Ktlk Ktl KTl KtlK

trk trKtl trKTl trKtlK

Ktrk KtrKtl KtrKTl KtrKtlK

Table 2

n > 2 and consider w with l(w) = n. Then w = ux for some u ∈ Ω with
l(w) = n−1 and x ∈ Γ. By the induction hypothesis, we have that u /∈ ∆.
The problem reduces to showing that

u ∈ Ψ \ Γ, x ∈ Γ, t(u)x ∈ Ψ \ Γ =⇒ ux /∈ ∆.

Assume the antecedent of this implication. Hence t(u)x ∈ I ∪ J . We
distinguish several cases.

Case: t(u) = tl. Then

u ∈ {Ktl, tlKtl, trKtl} ∪ {vtrKtl ∈ Ψ | v ∈ Φ′}

and hence for x ∈ {K, k}, we get

ux ∈ {Ktlx, tlx, trKtlx} ∪ {vtrKtlk | v ∈ Φ′, t(v) = K}

which shows that ux /∈ ∆.

Case: t(u) = K. Then

u ∈ {tlK, trK} ∪ {vtlK ∈ Ψ | v ∈ Φ′} ∪ {vtrK ∈ Ψ | v ∈ Φ′}

and hence for x = tl we obtain

ux ∈ {tlKtl, trKtl} ∪ {vtl ∈ Ψ | v ∈ Φ′} ∪ {vtrKtl ∈ Ψ | v ∈ Φ′}
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and analogously for x = tr; for x = Tr, we get

ux ∈ {tlKTl, trKTl} ∪ {vTl ∈ Ψ | v ∈ Φ′} ∪ {vtrKTl ∈ Ψ | v ∈ Φ′}

and analogously for x = Tl. Thus again ux /∈ ∆.
The case when t(u) = tr is dual to the case t(u) = tl. This exhausts

all the choices for t(u)x in I ∪ J .

Sufficiency. By contrapositive, assume that xixi+1 ∈ ∆ for some i.
By Lemma 3.1, we have x1x2 . . . xixi+1 = xixi+1 and by Lemmas 3.2 and
3.3, we conclude that xixi+1 . . . xn ∈ ∆ and thus w = x1x2 . . . xn ∈ ∆
where all these products are taken in Ω. ¤

Lemma 3.5 will now be used to establish a lemma which will find
many applications in the next two sections.

Lemma 3.6. Let u, v ∈ Ψ. Then uv /∈ ∆ if and only if t(u)h(v) /∈ ∆.

Proof. Necessity. If no contraction occurs in the forming of the
product uv, then t(u)h(v) /∈ ∆ follows directly from Lemma 3.5. Hence
assume that some contraction takes place in uv.

Case: l(u) = 1. Then u ∈ Γ and the possible contractions are:

tp(KtpK) = tpK, tp(Ktpk) = tpk,

K(tpKtp) = Ktp, K(tpKTp) = KTp

for p ∈ {l, r} and uh(v) = h(v). In all these cases t(u)h(v) /∈ ∆.

Case: l(v) = 1. Then v ∈ Γ and the only possible contractions are

(tpKtp)K = tpK, (tpKtp)k = tpk,

(KtpK)tp = Ktp, (KtpK)Tp = KTp

for p ∈ {l, r} and t(u)v = v. In all these cases t(u)h(v) /∈ ∆.

Case: l(u), l(v) > 1. Table 2 and its dual obtained by interchanging l

and r show all the contractions that may occur when forming the product
uv. Suppose that the end of u appears in the first column of Table 2 and
denote it by u′. Similarly, assume that the beginning of v appears in the
first row of Table 2 and denote it by v′. From Table 2 we see that u′v′ /∈ ∆
if and only if the conjunction of t(u) = k and h(v) = tl fails. It follows
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from Lemma 3.5 that the hypothesis implies that u′v′ /∈ ∆ and hence from
Table 2 that t(u)h(v) /∈ ∆.

Sufficiency. In view of Lemma 3.5, the cases l(u) = 1 or l(v) = 1
follow similarly as above. Hence assume that l(u), l(v) ≥ 2. Again we use
Table 2: the argument for its dual is obtained by interchanging the roles
of l and r. By Table 2, we conclude that the hypothesis implies that the
case t(u) = k and h(v) = tl does not occur. The other instances yield the
product u′v′, defined as above, where the product of adjacent letters does
not fall into ∆. From the hypothesis that u, v /∈ ∆, this also holds for the
remaining pairs of adjacent factors in uv. Now Lemma 3.5 implies that
uv /∈ ∆. ¤

We shall use Lemma 3.6 without express reference.

4. A structure theorem

By Lemma 3.4, ∆ is an ideal of Ω and by Lemma 3.1, its elements
are right zeros of Ω. Hence ∆ is the kernel of Ω. In Lemmas 3.2 and 3.3,
we have the products ∆Ψ. Therefore we have all the products Ω∆ and
∆Ω in a sufficiently explicit form. It remains to find the structure of the
semigroup Ω/∆ and to find the product of any two elements of Ψ which
falls into ∆.

Our structure theorem is based on the observation that any element
of Ψ \ Γ, considered as a word over Γ, is uniquely determined by (the
product of) its first two letters, its length and (the product of) its last two
letters. This can be seen easily from the disjoint union

Ψ = Γ ∪ J ∪ Φ0 ∪ Φl ∪ Φk ∪ Φr ∪ Φe,

see (1) and (2). Hence to each element of Ψ \ Γ we can uniquely assign a
triple consisting of a word in I, an integer greater than 1 and a word in
I∪J . We can extend this representation to Γ by assigning to each element
x of Γ the triple (x, 1, x). This establishes a one-to-one correspondence of
the set Ψ with the set of triples whose form carries the obvious resemblance
with the triples appearing in the construction of a Rees matrix semigroup!
There remains the problem of characterizing these triples, describing their
multiplication and determining their product with elements of ∆.
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Recall the notation from Section 2. Below p, q ∈ {l, r}, τp ∈ Tp,
τq ∈ Tq, κ ∈ K for all choices. Let

M1 = {(u, 1, u) | u ∈ Γ},
M2 = {(uv, 2, uv) | uv ∈ I ∪ J},
M3 = {(Ktp, 3, tpκ), (tpK, 3,Kτq)},

and for n ≥ 1,

M4n = {(tpK, 4n, tqκ), (Ktp, 4n,Kτq) | p 6= q},
M4n+1 = {(Ktp, 4n + 1, tqκ), (tpK, 4n + 1, Kτq) | p 6= q},
M4n+2 = {(tpK, 4n + 2, tpκ), (Ktp, 4n + 2,Kτq)},
M4n+3 = {(Ktp, 4n + 3, tpκ), (tpK, 4n + 3,Kτq) | p 6= q},

finally set

M =

( ∞⋃
n=1

Mn

)
∪∆.

We now proceed to define a product in M . For this we need the fol-
lowing symbolism. Generally, we denote the product in Ω by juxtaposition
to avoid cumbersome notation. As an exception to this rule, we let w ∈ Γ+

and denote by w its representative in Ω, that is w reduced according to
the relations Σ. With this setting, define

[w] = l(w)− l(w).

Hence [w] represents the loss of length due to the reduction according to Σ.
For any w ∈ Ψ,
i(w), the initial part of w, is equal to w if l(w) = 1, and is equal to the

product of the first two letters of w otherwise,
f(w), the final part of w, is equal to w if l(w) = 1 and it is equal to the

product of the last two letters of w otherwise.
Now let Um ∈ Mm with the notation

Um =





(u1, 1, u1) if m = 1

(u1u2, 2, u1u2) if m = 2

(u1u2, 3, u2u3) if m = 3

(u1u2, m, um−1um) if m > 3
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and ûm = u1 . . . um if m ≤ 3. Also let Vn ∈ Mn with the analogous
notation vi and v̂n.

Define

(3) UmVn = (a,m + b + n, c) if umv1 /∈ ∆

where

a =





i(ûmv̂n) if m,n ≤ 3

i(ûmv1v2) if m ≤ 3, n > 3

u1u2 if m > 3

,

b =





[ûmv̂n] if m,n ≤ 3

[ûmv1v2v̄1] if m ≤ 3, n > 3

[ūmum−1umv̂n] if m > 3, n ≤ 3

[um−1umv1v2v̄1] if m,n > 3

,

c =





u1v1 if m = n = 1

f(u1u2v1) if m = 2, n = 1

f(u2u3v1) if m = 3, n = 1

f(um−1umv1) if m > 3, n = 1

vn−1vn if n > 1

,

where the notation v̄1 was defined at the end of Section 2, and if umv1 ∈ ∆,
then

UmVn =





umv1v2v1vn if v1v2 ∈ {Ktl,Ktr}
umv1v2vn if v1v2 ∈ {tlK, trK}
umv1v2 if v1v2 ∈ J

umv1 if n = 1

.

For θ, δ ∈ ∆, we define

Umθ = θ, θUm =

{
θûm if m ≤ 3

(θ ◦ u1)um if m > 3
, θδ = δ,

where θ ◦ u1 was defined in Section 2.
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This makes M into a groupoid. Note that the arguments of the func-
tions i and f are in Ψ, that is, they are reduced, while the argument of
the function [ ] is an element of Γ+. In the last instance above, θûm can
be obtained by (repeated if m > 1) application of Table 1.

We are now ready for the statement of the main theorem of the paper.

Theorem 4.1. The mapping

ϕ : w 7−→
{

(i(w), l(w), f(w)) if w ∈ Ψ

w if w ∈ ∆

is an isomorphism of Ω onto M .

The proof is preceded by seven lemmas. We start with the bijective
property of ϕ.

Lemma 4.2. The mapping ϕ in Theorem 4.1 is a bijection.

Proof. Recall the notation Ψn from Section 2. It suffices to show
that ϕn = ϕ|Ψn is a bijection of Ψn onto Mn for n = 1, 2, . . . .

Now Ψ1 = Γ and Ψ2 = I ∪ J so that the statement holds trivially for
n = 1, 2. For n = 3, we list the elements of Ψ3 and their images as follows:

KtlK 7−→ (Ktl, 3, tlK), tlKTl 7−→ (tlK, 3,KTl),

Ktlk 7−→ (Ktl, 3, tlk), tlKtr 7−→ (tlK, 3,Ktr),

tlKtl 7−→ (tlK, 3, Ktl), tlKTr 7−→ (tlK, 3, KTr),

and those obtained by interchanging l and r.
For the remaining Ψn, we first establish a concrete representation of

their members. We illustrate the genesis of their form by starting with
Ψ4 and then affixing letters in front of its elements thereby obtaining
Ψ5, Ψ6,Ψ7,Ψ8, Ψ9 successively, see Table 3.

It will be convenient to have the following notation. For u ∈ Γ, let

ũ =





tl if u ∈ Tl

K if u ∈ K
tr if u ∈ Tr

,
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Ψ9 Ψ8 Ψ7 Ψ6 Ψ5 Ψ4

K tl K tr K tlKtrK

K tr K tl K trKtlK

K tl K tr K tlKtrk

K tr K tl K trKtlk

tr K tl K tr KtlKtr
tl K tr K tl KtrKtl
tr K tl K tr KtlKTr

tl K tr K tl KtrKTl

Table 3

u1 u2 u3 v1 v2 u3v1v2 u2u3v1v2 u1u2u3v1v2 v3

K tl K tl K KtlK tlK KtlK tr
K tr K tl K trKtlK KtrKtlK tr
K tl K tr K KtrK tlKtrK KtlKtrK tl
K tr K tr K trK KtrK tl
tl K tl K tl tlKtl Ktl tlKtl K

tr K tl K tl trKtl K

tl K tl K tr tlKtr KtlKtr tlKtr K

tr K tl K tr trKtlKtr K

tl K tr K tl trKtl KtrKtl tlKtrKtl K

tr K tr K tl trKtl K

tl K tr K tr trKtr Ktr tlKtr K

tr K tr K tr trKtr K

Table 4

and for u = u1u2u3u4 ∈ Ψ4, write ũ = u1u2u3ũ4 and let u0 be the empty
word. From Table 3, we easily deduce the form of elements of Ψn for
n > 3. For n ≥ 1, we get, with u = u1u2u3u4,

Ψ4n = {ũn−1u | u ∈ Ψ4},
Ψ4n+1 = {ũ4ũ

n−1u | u ∈ Ψ4},
Ψ4n+2 = {u3ũ4ũ

n−1u | u ∈ Ψ4},
Ψ4n+3 = {u2u3ũ4ũ

n−1u | u ∈ Ψ4},
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and thus, by the definition of the mapping ϕ, we have

ϕ4n : ũn−1u 7−→ (u1u2, 4n, u3u4),

ϕ4n+1 : ũ4ũ
n−1u 7−→ (ũ4u1, 4n + 1, u3u4),

ϕ4n+2 : u3ũ4ũ
n−1u 7−→ (u3ũ4, 4n + 2, u3u4),

ϕ4n+3 : u2u3ũ4ũ
n−1u 7−→ (u2u3, 4n + 3, u3u4),

where u = u1u2u3u4 ranges over all elements of Ψ4. Now a simple com-
parison of the list of elements in Ψ4 in the last column of Table 3 and the
definition of M4n+i shows that ϕ4n+i is a bijection of Ψ4n+i onto M4n+i

for n = 1, 2, . . . and i = 0, 1, 2, 3. Therefore ϕ is a bijection of Ω onto M .
¤

The next two lemmas treat the initial part of uv.

Lemma 4.3. Let u = u1u2 . . . um, v = v1v2 . . . vn ∈ Ψ, uv /∈ ∆,

m ≤ 3, n > 3. Then i(uv) = i(uv1v2).

Proof. We distinguish three cases.

Case: m = 1. If u1v1 = v1, then

i(uv) = i(v) = v1v2 = i(v1v2) = i(u1v1v2).

So suppose that u1v1 6= v1. Now writing u3 for v1, the third and fourth
columns of Table 4 give all choices for the product u3v1. The fifth column
of Table 4 provides all choices for v2. The sixth column of Table 4 gives
the product u3v1v2. The last column of Table 4 contains all the choices
for v3. Comparing these two columns we see that affixing letters to the
back of words in the sixth column does not change the initial part.

Case: m = 2. If u2v1 = v1, then by the first case, we get

i(uv) = i(u1v) = i(u1v1v2) = i(uv1v2).

So suppose that u2v1 6= v1. Writing u3 for u2, we see that the choices for
u3, v1, v2 and v3 are the same as above. We write u2 for u1 and observe that
the second column of Table 4 lists all the corresponding choices of u2. The
seventh column of Table 4 gives the products u2u3v1v2. Comparing this
column with the last column which gives all choices of v3, we conclude, as
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above, that affixing letters to the back of the words in the seventh column
does not change their initial part.

Case: m = 3. If u3v1 = v1, then by the second case, we get

i(uv) = i(u1u2v) = i(u1u2v1v2) = i(uv1v2).

So suppose that u3v1 6= v1. The choices for u2, u3, v1, v2, v3 are the same as
above. The first column of Table 4 lists all the corresponding choices of u1.
The eighth column of Table 4 gives the products u1u2u3v1v2. Comparing
this column with the last column which gives all choices of v3, we again
conclude that affixing to the back of the words in the eighth column does
not change their initial part. ¤

Lemma 4.4. Let u, v ∈ Ψ, uv /∈ ∆, l(u) > 3. Then i(uv) = i(u).

Proof. Since l(u) > 3, we have that u contains as letters at least one
of the pairs tl, tr or tl, Tr or Tl, tr. In forming the product uv the possible
contractions that may occur will take place after h(u) for they can not
involve the first occurrence of tl or tr because of the second occurrence of
one of the letters in the above pairs. Whether i(u) is Ktl or Ktr or tlK
or trK, it follows that the reduction i(u) will not change. ¤

The next lemma takes care of [uv]. Recall the notation v̄ from Sec-
tion 2.

Lemma 4.5. Let u = u1u2 . . . um, v = v1v2 . . . vn ∈ Ψ, uv /∈ ∆. Then

[uv] =





[uv1v2v̄1] if m ≤ 3, n > 3

[ūmum−1umv] if m > 3, n ≤ 3

[ūmum−1umv1v2] = [um−1umv1v2v̄1] if m,n > 3

.

Proof. We consider the three cases separately.
Case: m ≤ 3, n > 3. Note that v3 = v̄1 so that v = v1v2v̄1v4 if n = 4

and v = v1v2v̄1v4v
′ for a suitable v′ if n > 4. Forming the product uv, we

see that v4 acts as a barrier to possible reductions since either v1 or v2 is
equal to tl or tr; if v1 or v2 equals tl, then v4 ∈ Tl and if v1 or v2 equals tr,
then v4 ∈ Tr. Hence the possible loss of length already occurs up to v̄1.

Case: m > 3, n ≤ 3. First note that ūm = um−2. Now the argument
here is essentially the same as in the preceding case only in the reverse
order and may be omitted.
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Case: m,n > 3. The product of the last three letters of u, namely
ūmum−1um, with the first two letters of v, namely v1v2, as above, are
flanked by barriers to any possible reduction when forming the product uv.
Hence the loss of length is already given in [ūmum−1umv1v2]. Essentially
the same argument will show that this loss is also given by [um−1umv1v2v̄1].

¤

The next two lemmas handle the final part of uv.

Lemma 4.6. Let u = u1u2 . . . um ∈ Ψ, v1 ∈ Γ, uv1 /∈ ∆, m > 2. Then

f(uv1) = f(um−1umv1).

Proof. If um = v1, then

f(uv1) = f(u) = um−1um = um−1umv1 = f(um−1umv1).

So suppose that um 6= v1. The third and fourth columns of Table 5
show all the choices for umv1. For these choices, the second column of
Table 5 gives all the choices for um−1 and then the final column all the
choices for um−2. The fifth and sixth columns of Table 5 give the products
um−1umv1 and um−2um−1umv1, respectively. By inspection of the table,
we see that f(um−2um−1umv1) = f(um−1umv1). From the form of the
words um−2um−1umv1 in the table, we see that affixing letters to the front
of these words does not influence their final part. ¤

Lemma 4.7. Let u, v ∈ Ψ, uv /∈ ∆, l(v) ≥ 2. Then f(uv) = f(v).

Proof. We consider first the case v ∈ I ∪ J ∪ Φe ∪ Ψe. Table 6
provides the products uv when u ∈ Γ. These products show that f(uv) =
f(v) for the case l(u) = 1. For the case l(u) = 2, in the first column of
Table 6, we would have the following substitutions:

Tl → KTl, K → tlK or K → trK, Tr → KTr,

tl → Ktl, k → tlk or k → trk, tr → Ktr.

By simple inspection, the effect of these substitutions on the corresponding
entries of Table 6 does not change their final part. This takes care of the
case l(u) = 2.
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um−2 um−1 um v1 um−1umv1 um−2um−1umv1

tl K Tl tl Ktl tlKtl
tr K Tl tl Ktl trKtl
K tl K Tl tlKTl KTl

K tr K Tl trKTl KtrKTl

K tl K Tr tlKTr KtlKTr

K tr K Tr trKTr KTr

K tl K tl tlKtl Ktl
K tr K tl trKtl KtrKtl
K tl K k tlk Ktlk
K tr K k trk Ktrk
K tl K tr tlKtr KtlKtr
K tr K tr trKtr Ktr
tl K Tr tr Ktr tlKtr
tr K Tr tr Ktr trKtr
tl K tl Tl KTl tlKTl

tr K tl Tl KTl trKTl

tl K tl K KtlK tlK
tr K tl K KtlK trKtlK
tl K tl k Ktlk tlk
tr K tl k Ktlk trKtlk
K tl k K tlK KtlK
K tr k K trK KtrK
tl K tr Tr KTr tlKTr

tr K tr Tr KTr trKTr

tl K tr K KtrK tlKtrK
tr K tr K KtrK trK
tl K tr k Ktrk tlKtrk
tr K tr k Ktrk trk

Table 5

For the case l(u) = 3, we perform further substitutions

KTl → tlKTl or KTl → trKTl, tlK → KtlK, trK → KtrK,

KTr → tlKTr or KTr → trKTr, Ktl → tlKtl or Ktl → trKtl,

tlk → Ktlk, trk → Ktrk, Ktr → tlKtr or Ktr → trKtr
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tlK trK Ktl Ktr tlk trk KTl KTr

Tl tlK tlk

K KtlK KtrK Ktl Ktr Ktlk Ktrk KTl KTr

Tr trK trk

tl tlK tlKtl tlKtr tlk tlKTl tlKTr

k Ktl Ktr KTl KTr

tr trK trKtl trKtr trk trKTl trKTr

tlKtl tlKTl trKtr trKTr KtlK Ktlk KtrK Ktrk

Tl tlKtl tlKTl

K Ktl KTl Ktr KTr KtlK Ktlk KtrK Ktrk

Tr trKtr trKTr

tl tlKtl tlKTl tlK tlk trK tlKtrk

k KtlK Ktlk KtrK Ktrk

tr trKtr trKTr trKtlK trKtlk trK trk

Table 6

and again none of these substitutions changes the final part of the corre-
sponding entries. In the next step, for l(u) = 4, we reach the words u in
which occur pairs of letters of the form: either tl, tr or tl, Tr or Tl, tr with
the final parts still unchanged.

From now on, there is no change in the final part since the last pair of
tl, tr or tl, Tr or Tl, tr blocks the possible reductions if we affix an element
of Γ to the front of the word u.

It remains to consider the case v ∈ Π. Now v contains a pair of letters
of the form: tl, tr or tl, Tr or Tl, tr. When forming the product uv, any
reduction that may occur must precede f(v) since the occurrence of first tl
or tr preceding f(v) represents the last occasion for a possible reduction.
Hence the final part of v remains unchanged. ¤

The final lemma deals with the case uv ∈ ∆.

Lemma 4.8. Let u = u1u2 . . . um, v = v1v2 . . . vn ∈ Ψ, uv ∈ ∆. Then

uv =





umv1v2v1vn if v1v2 ∈ {Ktl,Ktr}
umv1v2vn if v1v2 ∈ {tlK, trK}
umv if v ∈ Γ ∪ J

.
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Proof. In view of Lemma 3.1, we deduce that uv = umv. It suffices
to consider the case v1v2 ∈ I. To this end, we consider several cases.

Case: v1v2 = Ktl. Then umK ∈ ∆ and by Table 1, we get that
um ∈ {Tl, Tr}, say um = Tp. Hence

(4) umv1v2v1 = TpKtlK = ωtlK = (R∧ σ)K = σ.

By Lemma 3.3, we have

umv = ((umv1) ◦ v2)vn = ((TpK) ◦ tl)vn = (ω ◦ tl)vn = σvn

which together with (4) yields that uv = umv = v1v2v1vn.
The case v1v2 = Ktr is dual. This proves the first formula.

Case: v1v2 = tlK. By Table 1, umtl ∈ ∆ gives

(5) umv1v2 =

{
(R∧ σ)K if um = Tr

εK if um ∈ {k, tr}
=

{
σ if um = Tr

τ if um ∈ {k, tr}
.

On the other hand, by Lemma 3.3, we get

umv = ((umv1) ◦ v2)vn =

{
((R∧ σ) ◦K)vn if um = Tr

(ε ◦K)vn if um ∈ {k, tr}

=

{
σvn if um = Tr

τvn if um ∈ {k, tr}

which together with (5) yields that uv = umv1 = umv1v2vn.
The case v1v2 = trK is dual. This proves the second formula. ¤

Proof of Theorem 4.1. By Lemma 4.2, ϕ is a bijection of Ω onto M .
For the homomorphism property, we consider several cases.

Let u = u1u2 . . . um, v = v1v2 . . . vn ∈ Ψ.

Case: uv /∈ ∆. By definition of ϕ we have

(6) (uv)ϕ = (i(uv), l(uv), f(uv))

and by the definition of the product in M ,

(7) (uϕ)(vϕ) = (a,m + b + n, c)
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as in (3) and the notation that follows it.
If m,n ≤ 3, then a = i(ûmv̂n) = i(uv) trivially. If m ≤ 3 and n > 3,

then by Lemma 4.3, we have a = i(ûmv1v2) = i(uv1v2) = i(uv). If m > 3,
then Lemma 4.4 implies that a = u1u2 = i(u) = i(uv).

If m,n ≤ 3, then b = [ûmv̂n] = [uv]. If m ≤ 3 and n > 3, then by
Lemma 4.5, we get

b = [ûmv1v2v̄1] = [uv1v2v̄1] = [uv].

If m > 3 and n ≤ 3, then again by Lemma 4.5, we obtain

b = [ūmum−1umv̂n] = [ūmum−1umv] = [uv].

If m,n > 3, then the same Lemma 4.5 yields that

b = [ūmum−1umv1v2] = [uv].

It follows that

m + b + n = l(u) + [uv] + l(v) = l(uv).

If m = n = 1, then trivially c = v1vn = f(uv). If m > 1 and n = 1,
then c = f(uv) in the next three cases for c by Lemma 4.6. If n > 1, then
Lemma 4.7 implies that c = vn−1vn = f(uv).

Now comparing (6) and (7), we see that (uv)ϕ = (uϕ)(vϕ) in this
case.

Case: uv ∈ ∆. The required formula (uϕ)(vϕ) = (uv)ϕ follows di-
rectly from Lemma 4.8.

We now let θ ∈ ∆ and consider its product with u. By Lemma 3.1,
we immediately obtain that uθ = θ so that

(uϕ)(θϕ) = (uϕ)θ = θ = θϕ = (uθ)ϕ.

Moreover, θu = θûm and thus, for m ≤ 3, we get

(θϕ)(uϕ) = θ(uϕ) = θûm = θu = (uθ)ϕ.

If m > 3, then by Lemma 3.3, we have θu = (θ ◦ u1)um whence

(θϕ)(uϕ) = θ(uϕ) = (θ ◦ u1)um = θu = (θu)ϕ.
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If θ, δ ∈ ∆, then θδ = δ whence (θϕ)(δϕ) = δϕ = (θδ)ϕ.
Therefore ϕ is a homomorphism and thus an isomorphism of Ω on-

to M . ¤

We have seen in the formulas for i(uv), [uv], and f(uv) that these can
be obtained by taking the function of the product of a few ui and vi. One
might ask if one could do the same task with a fewer number of ui or vi.
The following examples show that, except in two trivial cases, this cannot
be done.

For the function i we have the following examples:

tl(tlk) = tl(Ktlk) = (tlK)k = (tlK)(tlk) = (tlK)(Ktlk)

= (tlKtl)k = (tlKtl)(tlk) = tlk,

(KtlK)(tlKTl) = KTl,

where, for example, tl(tlk) = tlk shows that i(u1v1v2) cannot be expressed
as i(u1v1), etc.

For the function [ ], we actually have [u1v1v2] = [u1v1] and [u1u2v1] =
[u2v1], the exceptions mentioned above. Otherwise, we have the following
examples:

K(tlKTl) = (Ktl)(KTl) = KTl

(tlK)(tlKtr) = tlKtr we cannot omit u1,

(Ktl)(tlKtl) = Ktl we cannot omit v2 or v1v2,

(KtlK)tl = (KtlK)(Ktl) = (KtlK)(tlKtl) = Ktl.

For n > 3, we further have

tl(KtlK) = (tlK)(KtlK) = (tlKtl)(KtlK) = tlK.

The case m > 3 is symmetric.
For the function f , it suffices to mention (tlK)k = tlk.

5. An embedding

We can use the triple representation of a part of Ψ to embed it into
a Rees matrix semigroup as follows. As we shall see, it is the part Π
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of Ψ, with a zero adjoined, that is suitable for this embedding. This
depends on the products of the relevant triples since they have to conform
to the Rees multiplication. The essential ingredients for this are already
in Theorem 4.1. We now provide the necessary details.

Our index sets will be I and I ∪ J with ordering of their elements as
follows:

tlK, trK, Ktl, Ktr, tlk, trk, KTl, KTr.

We shall see that the following sandwich matrix faithfully reflects the loss
of length when forming the corresponding products. Our group will be the
additive group of integers Z with a zero z adjoined. Let

P =




−2 0 −3 −1
0 −2 −1 −3
−1 z −2 0
z −1 0 −2
z z −3 −1
z z −1 −1
−1 z z z

z −1 z z




.

Recall from Lemma 3.4 that both ∆ and Π ∪∆ are ideals of Ω.

Theorem 5.1. Let Λ = (Π ∪∆)/∆. Then the mapping

ϕ0 : w 7−→
{

(i(w), l(w), f(w)) if w ∈ Π

0 otherwise

is an embedding of Λ into S = M0(I,Z, I ∪ J ; P ).

Proof. Let

Ψ0 = {tlKtr, trKtl, tlKTr, trKTl}

and recall from Section 2 that

Π = Ψ0 ∪ {w ∈ Ψ | l(w) > 3}.

Hence letting

M0 = {(tlK, 3,Ktr), (trK, 3,Ktl), (tlK, 3,KTr), (trK, 3,KTl)}
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tlKtr trKtl KtlK KtrK

tlK tlKtr tlKtrKtl tlK tlKtrK

trK trKtlKtr trKtl trKtlK trK

Ktl KtlKtr R∧ τ KtlK KtlKtrK

Ktr ε KtrKtl KtrKtlK KtrK

tlk ε R∧ τ tlK tlKtrK

trk ε R∧ τ trKtlK trKtrK

KTl KtlKtr R∧ σ σ σ

KTr L ∧ σ KtrKtl σ σ

Table 7

by the proof of Lemma 4.2, we obtain

Πϕ = M0 ∪
( ∞⋃

n=3

Mn

)
.

Since ϕ0 and ϕ in Theorem 4.1 agree on Π, in order to prove the theorem,
it suffices to show that the products in

(
M0 ∪

(⋃∞
n=3 Mn

) ∪∆
)
/∆ and in

S coincide.
We first treat the part N =

⋃∞
n=3 Mn. In the notation of the preceding

section, for Um, Vn ∈ N and umv1 /∈ ∆, we have

UmVn = (u1u2, m + [um−1umv1v2v̄1] + n, vn−1vn).

So we must show that

pum−1um,v1v2 = [um−1umv1v2v̄1]

which we present in the form of Table 7. For example, in it, (tlK)(tlKtr) =
tlKtr in the (1, 1)-position, so the loss in length is 2 and thus in the same
position in the matrix P we must have −2. The remaining entries are
checked just as easily. Therefore the two products agree on N .

It remains to check the products M0M0, N0N and NM0. With the
same notation as above, in view of Theorem 4.1, for Um, Vn ∈ M0∪N and
umv1 /∈ ∆, we have

UmVn = (a, m + b + n, vn−1vn)
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where

a =





i(u1u2u3v1v2v3) if m = n = 3

i(u1u2u3v1v2) if m = 3, n > 3

u1u2 if m > 3, n = 3

,

b =





[u1u2u3v1v2v3] if m = n = 3

[û1u2u3v1v2v̄1] if m = 3, n > 3

[ūmum−1umv1v2v3] if m > 3, n = 3

.

The product in S of the elements Um and Vn has the form

(u1u2,m + pum−1um,v1v2 + n, vn−1vn)

where

pum−1um,v1v2 = [um−1umv1v2v̄1] =





[u2u3v1v2v3] if m = n = 3

[u2u3v1v2v̄1] if m = 3, n > 3

[um−1umv1v2v̄1] if m > 3, n = 3

as we have seen above.
That a = u1u2 in all cases follows from the form of the elements u of

Ψ0. Indeed, each contains a pair of letters of the form tl, tr or tl, Tr or
Tl, tr. When multiplying uv the reductions can not influence the first two
letters of u because of the occurrence of either tp or Tp as the last letter
of u and tq with p 6= q as the first letter of u.

The same type of argument is valid for b. Indeed, if m = 3, then
for the reasons just expounded above, we get b = [u2u3v1v2v3] if n = 3
and b = [u2u3v1v2v̄1] if n > 3. Assume that m > 3 and n = 3. Then
v1v2v3 = v1v2v̄1v3 so that

b = [ūmum−1umv1v2v̄1v3] = [ūmum−1umv1v2v̄1].

Here v1v2 ∈ {tlK, trK} so that the possible reductions in the product
ūmum−1umv1v2v̄1 are independent of ūm and thus b = [um−1umv1v2v̄1],
as required.

We see from the matrix P that pu1u2,v1v2 = z if and only if u2v1 ∈ ∆.
This completes the proof that the product in M0 ∪N coincides with that
in S. ¤
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6. General Properties

We consider first the regularity and idempotency of elements of Ω.
This is followed by a complete description of the D-structure of Ω. The
quotient Ω/(Π∪∆) is finite and regular so completely semisimple. Beside
the D-classes contained in Γ, all three of which are 2-element right zero
semigroups, there are two nonzero classes in this quotient for which we
construct the Rees matrix representation.

Proposition 6.1.

(i) ∆ coincides with right zeros of Ω.

(ii) Θ \ J consists of idempotents.

(iii) J coincides with regular nonidempotent elements of Ω.

(iv) Π coincides with nonregular elements of Ω.

(v) If u ∈ Π, then either u2 ∈ ∆ or u is of infinite order.

(vi) If u ∈ J , then u2 ∈ ∆.

Proof. (i) By Lemma 3.1, every element of ∆ is a right zero of Ω.
Since ∆ is a right zero semigroup and an ideal of Ω, it must be the kernel
of Ω. But any right zero lies in the kernel and is thus in ∆.

(ii) This may be checked by direct multiplication.

(iii) For p ∈ {l, r}, we have

(KTp)tp(KTp) = KTp, (tpk)K(tpk) = tp

and thus all elements of J are regular. Since (KTp)2 = K(TpK)Tp = KωTp

and (tpk)2 = tp(ktp)k = tpεk, none of them is idempotent. That there are
no other regular nonidempotent elements will follow from parts (i), (ii)
and the remaining part of the proof of part (iv).

(iv) It remains to show that all elements of Π are nonregular. For this
let u ∈ Π, v ∈ Ψ, consider the product uvu and assume that uvu /∈ ∆.
Since u contains at least one pair of letters tl, tr or tl, Tr or Tl, tr, in
any reduction arising from forming the product uvu, some of these letters
create barriers so that uvu can never reduce to u. Therefore u is not
regular.
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(v) Let u ∈ Π be such that u2 /∈ ∆. Since then t(u)h(u) /∈ ∆, we get
from Table 1 that

t(u)h(u) ∈ {KK, tlK, trK, Tltl,Ktl, tltl,Ktr, Trtr, trtr}

which evidently implies that u, u2, u3, . . . are all distinct.

(vi) This can be checked directly. ¤
For the description of the D-structure of Ω, we shall need the following

notation. Let
Ql = tlKtrK, Qr = trKtlK,

and let Q0
p stand for the empty word, p ∈ {l, r}. For n = 1, 2, . . . and

P ∈ {L,R}, {p, q} = {l, r}, we denote by Pn the array

Qn
p Qn−1

p tpKtqk Qn−1
p tpKtq Qn−1

p tpKTq

KQn
p KQn−1

p tpKtqk KQn−1
p tpKtq KQn−1

p tpKTq

and by P ′n the array

Qn
p tpK Qn

p tpk Qn
p tp Qn

pTp

KQn
p tpK KQn

p tpk KQn
p tp KQn

pTp.

Theorem 6.2. Diagram 2 represents the D-structure of Ω.

Proof. Simple verification shows that the elements in the rows of the
egg-box pictures in the diagram and in the arrays Pn and P ′n are R-related
and the elements in the columns are L-related.

That the vertical, lower-left to upper-right and lower-right to upper-
left lines indicate the inclusion of J -clases is seen by observing that some
element of the lower array contains some element of the upper array as a
(possibly interior) factor. For note that trKQl = QrtrK.

Again comparing two arrays, say A and B, such that A is immediately
above B, it is easy to see that no element of A can be a factor of any
element of B even if the representation of elements of B is expanded using
the relations in Σ. This implies that the ideal generated by B is strictly
contained in the ideal generated by A. Assume next that A and B are
not comparable in the order indicated in the diagram. If they are in the
first two rows of the diagram, it is clear that no element of A can be J -
related to an element of B. Assume that either {A,B} = {Ln, Rn} or
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Diagram 2

{A,B} = {L′n, R′n} for some n. In the first case, it is easy to see that
Qn

p /∈ J(Qn
q ) for {p, q} = {l, r} so the ideals generated by A and B are

incomparable. The second case is treated similarly.
Therefore the arrays in the diagram represent J -classes of Ω so by

the first part of the proof also its D-classes. ¤

From Lemma 3.4, we know that Ω/(Π∪∆) is a finite regular semigroup
with five nonzero D-classes, namely

Tl, K, Tr, Ml, Mr

where for p ∈ {l, r},

Mp = {tpK, tpk, tpKtp, tpKTp,KtpK, Ktpk, Ktp,KTp}.

The first three of these D-classes are right zero semigroups of order two.
The last two D-classes, together with a zero and the undeclared products
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equal to that zero, must be completely 0-simple. We now find a Rees
matrix representation for them.

Lemma 6.3. Let p ∈ {l, r}, Θp = (Mp ∪Π ∪∆)/(Π ∪∆) and

Mp = M0({K, tp}, {e}, {K, k, Tp, tp};Q),

where

Q =




e e

e 0
0 e

e e


 .

Then the mapping

χ :

{
w 7→ (h(w), e, t(w)) (w ∈Mp)

0 7→ 0

is an isomorphism of Θp onto Mp.

Proof. Direct verification shows that

(8) qx,y = e ⇐⇒ xy /∈ ∆ ⇐⇒ xy /∈ Π ∪∆.

For any u, v ∈Mp we get

(uχ)(vχ) = (h(u), e, t(u))(h(v), e, t(v))

=

{
(h(u), e, t(v)) if qt(u),h(v) = e

0 otherwise,

(uv)χ =

{
(h(uv), e, t(uv)) if uv /∈ ∆

0 otherwise.

By Lemma 3.6 and (8), we obtain

uv /∈ ∆ ⇐⇒ t(u)h(v) /∈ ∆ ⇐⇒ qt(u),h(v) = e

and if uv /∈ ∆, then h(u) = h(uv), t(v) = t(uv). Therefore χ is a ho-
momorphism. Clearly χ is injective and since both Θp and Mp have nine
elements, it is also surjective. ¤
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7. Rectangular groups

By definition, they are semigroups which are isomorphic to the direct
product of a rectangular band and a group. Equivalently, they are com-
pletely simple semigroups in which idempotents form a subsemigroup. For
S = M(I, G, Λ;P ), with P normalized, S is a rectangular group if and
only if all entries of P are equal to e, the identity of G. For proofs of these
staments and an extensive discussion, we refer to ([3], Section IV.3). We
add that S is a rectangular group if and only if σ = τ .

Congruences on a Rees matrix semigroup are best represented in terms
of admissible triples. This development is explained in ([5], Section 2). For
a complete treatment of this subject, we refer to ([1], Section III.4). When
S = M(I,G, Λ;P ) with all entries of P equal to e, the identity of G, the
admissible triples for S are all θ = (r,N, π) where r and π are partitions
of I and Λ, respectively, and N is a normal subgroup of G. In this simple
situation, we immediately obtain

θTl = (ω, G, π), θK = (ω,N, ω), θTr = (r,G, ω),

θtl = (ε, e, π), θk = (ε,N, ε), θtr = (r, e, ε).

For rectangular groups we have the following result.

Theorem 7.1. The following conditions on a completely simple semi-

group S are equivalent.

(i) S is a rectangular group.

(ii) For S we have tltr = trk.

(iii) Every element of Ω \ Γ is µ-related to some element of ∆.

(iv) Ω = Γ ∪∆.

(v) Ω is a band.

Proof. (i) =⇒ (ii). In view of the above comments, for an admissi-
ble triple θ = (r,N, π), we have

θtrK = (r, e, ε)k = (ε, e, ε)

and we always have tltr = ε so that tltr = trk.
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(ii) =⇒ (iii). Using the relations in Σ and the hypothesis we get

σ = TltrK = Tltr(kK) = Tl(trk)K = Tl(tltr)K

= (Tltl)trK = tltrK = τ.

This means that S is E-unitary and thus orthodox so a rectangular group.
As above, we can get that also tltr = tlK holds for S, or by duality. Hence
tlk µ trk µ ε which in view of Theorem 6.2 (see Diagram 2) implies the
assertion.

(iii) =⇒ (iv). This is trivial.
(iv) =⇒ (v). This is obvious since all elements of Γ and ∆ are idem-

potent.
(v) =⇒ (i). In particular KTl is idempotent which implies that KTl =

K(TlK)Tl ∈ ∆. We may let S = M(I, G, Λ;P ) with P normalized. By
([5], Lemma 2.3), for an admissible triple θ = (r,N, π), we get

θKTl = (Nα, N, Nγ)Tl = (ω, G,Nγ)

and thus Nγ must be a constant. But then also Nγδ is a constant. By ([5],
Lemma 2.4), we obtain eγδ = e and Gγδ = ωδ = ω̄. Therefore ω̄ = {e}
which evidently implies that all entries of G are equal to e and S is a
rectangular group. ¤

It follows from Theorem 7.1 that for a rectangular group S, Ω is a
band and hence a right regular band since all its D-classes are right zero
semigroups. From Table 1, we see that, for example, in the natural partial
ordering, Tl is greater than ω, L∨ τ and L so that Ω is not a normal band.
Its multiplication table is given by Table 1 together with the observation
that the elements of ∆ are the right zeros of Ω. The partially ordered set
Ω for a rectangular group is depicted in Diagram 3 where each vertex is
provided with the corresponding admissible triple.

According to Theorem 7.1, Σ ∪ {tltr = trk} provides a system of
relations for rectangular groups. We now give a somewhat simpler set of
relations for them. Let Σrg denote the set

Σ(i), Σ(ii), Σ(v) from Section 2,

(vi) tltr = tlk = trk,

(vii) tlKtl = Ktl, trKtr = Ktr.
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Diagram 3

Lemma 7.2. The relations Σ∪ {tltr = tlk = trk} and Σrg induce the

same congruence on Γ+.

Proof. Assuming the former, we obtain

tlKtl = tl(kK)tl = (tlk)Ktl = (ktl)Ktl = (Kk)tlKtl

= K(ktl)Ktl = K(tlk)Ktl = Ktl(kK)tl = KtlKtl = Ktl

and dually for trKtr = Ktr.
Conversely, assume Σrg. Then

Tltrk = Tl(tlk) = (Tltl)k = tlk = trk = (Trtr)k = Tr(trk)

= Tr(tlk) = Trtlk,

(Ktl)2 = KtlKtl = KKtl = Ktl,
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Tl K Tr tl k tr tlK tlk tlKtl tlKTl Ktl KtlK Ktlk KTl tlKtr Ql

ω ω ω ω R H L ω H R ω R ω H ω L ω

L L ω ω ε H L ε ε ε L R ω H ω ε ε

R ω ω R R H ε ω H R ω R ω H ω L ω

H L ω R ε H ε ε ε ε L R ω H ω ε ε

ε L ε R ε ε ε ε ε ε L ε ε ε L ε ε

Table 8

(tlK)2 = tlKtlK = tlKtl(kK) = tlK(tlk)K = tlK(ktl)K

= tl(Kk)tlK = tlktlK = tlkK = tlK

and dually for tr. ¤

We illustrate the situation for non rectangular groups on the smallest
possible example.

Example 7.3. Let S = M0({1, 2},Z2, {1, 2};P ) where

P =
[

0̄ 0̄
0̄ 1̄

]
.

It follows easily that the congruences on S are:

ω ∼ (ω,Z2, ω), L ∼ (ω,Z2, ε), R ∼ (ε,Z2, ω),

H ∼ (ε,Z2, ε), ε ∼ (ε, {0̄}, ε),

with σ = ω and τ = ε. From Table 8, we see that tlK = Ql and thus
dually also trK = Qr. It follows from Theorem 6.2 (see Diagram 2) that
Ω = ∆ ∪Θ where

∆ = {ω,L,R,H, ω}
and the D-structure of Θ is as in the general case.
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