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Methods for the calculation of values of a norm form

By A. BÉRCZES (Debrecen) and J. KÖDMÖN (Nýıregyháza)

Abstract. In this paper we analyse an important property of norm form
functions, i.e. how hard is the computation of the function value if the arguments
are given. We will present three algorithms for the calculation of the value of
a norm form. Their complexity will be discussed and the running time of their
implementations in Maple will be compared.

1. Introduction

The calculation of the values of a multivariate polynomial usually is a
difficult task. Let P (X) be a k-variable polynomial of total degree n. We
can write

P (X) =
m∑

j=1

ajX
ej ,

where e = (e1, . . . , ek) ∈ Zk, 0 ≤ e1 + · · ·+ ek ≤ n and Xe := Xe1
1 Xe2

2 · · ·
· · ·Xek

k .
Let P (x) denote the value of the polynomial P (X) at the point x =

(x1, . . . , xk). The number of the terms of P is at most
(
n+1+k−1

k

)
=

(
n+k

k

) ≈
2n+k−2
n+k−1 < 2n+k. For the näıve calculation of one term O(n2 log2X) bit op-
erations are needed, where X = max{|xi|} and the constant in O depends
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752 A. Bérczes and J. Ködmön

only on max{|aj |}. Thus, the complexity of the determination of the sub-
stitution value is O(2n+kn2 log2X), which is exponential in n + k. For the
complexities of basic algorithmic ingredients as integer arithmetic, matrix
multiplication, etc. see [13].

There are also more efficient multiplication methods. The best known
algorithm is due to Schönhage and Strassen (see [12]), and it runs in
O(l log l log log l) bit operations on l-bit numbers. However, this algorithm
is worth using only for numbers having more than thousand digits. For
smaller numbers the method of Karatsuba–Ofman (see [8]) may be
useful.

If the vector x = (x1, . . . , xk) has rational integer components we
can use an intelligent powering method such as the Right-Left Binary
algorithm (see Algorithm 1.2.1 in [3]) which has a cost of O(log n log2X)
binary operations. In this case the complexity of the substitution is
O(2n+k+1 log n log2X).

So, determining the value P (x) is in general a really difficult task.
There are, however, special polynomials where the calculation of the

value is much easier. Let us take the following example

P (X) =

∣∣∣∣∣∣

L1,1(X) · · · L1,n(X)
· · · · · ·

Ln,1(X) · · · Ln,n(X)

∣∣∣∣∣∣
,

where Li,j(X) = aij1X1 + · · ·+ aijkXk, aijk ∈ Z; 1 ≤ i, j ≤ n, 1 ≤ k ≤ n

are linear forms. After expanding the determinant the result is a k-variable
homogeneous polynomial of degree n. However, the value of this can be
calculated in polynomial time in n since after determining the value of the
linear forms Li,j(X) the calculation of the determinant has only polynomial
complexity in n.

When the norm of a linear form with algebraic integer coefficients is to
be computed, we also can do it by computing a determinant similar to the
one above. The polynomial given this way is actually a norm form. Norm
forms are playing an important role in the theory of diophantine equations
(see [1], [5] and [10]). For computational results concerning norm form
equations see [6] and the references given there.
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2. Norm forms

Let θ be an algebraic integer of degree n, and denote by T (X) ∈ Z[X]
its minimal polynomial over Q. Put K := Q(θ), and denote by σi : K → C
the distinct embedings of K into the field of complex numbers. Further,
for any α ∈ K denote by α(i) := σi(α) (i = 1, . . . , n) the field conjugates
of α.

Let α1, α2, . . . , αu ∈ K be Q-linearly independent algebraic integers.
Consider the linear form

L(X) = α1X1 + · · ·+ αuXu, (1)

where u ≤ n and put

L(i)(X) = α
(i)
1 X1 + · · ·+ α(i)

u Xu. (2)

The polynomial

NormK/Q(L(X)) =
n∏

i=1

L(i)(X)

is called a norm form. It is easily seen that NormK/Q(L(X)) is a homoge-
neous polynomial of degree n, with integer coefficients.

Consider now the special case α1 = 1, α2 = θ, . . . , αu = θu−1. Each
norm form can be transformed by a linear transformation with rational
coefficients to a norm form of the above special type (see e.g. [1]), i.e. to a
norm form

N (X) = NormK/Q(X1 + θX2 + · · ·+ θu−1Xu). (3)

In the rest of the paper we will restrict our investigations to the case when
the norm form is of the shape (3). Further, due to some technical issues,
in Sections 4 and 5 we also suppose that 1, θ, . . . , θn−1 is a power integral
basis for ZK , where ZK denotes the ring of integers of K.

In the following sections we consider and compare three different meth-
ods to compute values of N (X) at points x ∈ Zu.
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3. Calculation of N (x) by the definition

In the first method we use a floating point approximation α̃
(i)
j of each

algebraic integer α
(i)
j . Knowing that N (x) is an integer for x ∈ Zu it is

enough to approximate α
(i)
j by α̃

(i)
j with such a precision that |N (x) −

Ñ (x)| < 1
2 , where Ñ (x) :=

∏n
i=1(

∑u
j=1 α̃

(i)
j xj). Let us give an upper

bound on the error of the calculation.

Lemma 1. Using the above notation put αj =max
{|α(i)

j | : 1≤ i≤n
}
,

A =
∑u

j=1 αj ≥ 2, ∆ = max
{|α(i)

j − α̃j
(i)| : 1 ≤ i ≤ n, 1 ≤ j ≤ u

}
and

X = max
{|x1|, . . . , |xu|

}
. Then we have:

∆ eN (x)
=

∣∣N (x)− Ñ (x)
∣∣ ≤ nu∆(AX)n,

provided that ∆ ≤ A
nuX .

Proof. Let β(i) =
∑u

j=1 α
(i)
j xj , β̃(i) =

∑u
j=1 α̃

(i)
j xj and β̃(0) = 1.

Then we have:

∆ eN (x)
=

∣∣N (x)− Ñ (x)
∣∣ =

∣∣∣∣
n∏

i=1

β(i) −
n∏

i=1

β̃(i)

∣∣∣∣

=
∣∣∣∣

n−1∑

j=0

( j∏

i=0

β̃(i)
n∏

i=j+1

β(i) −
j+1∏

i=1

β̃(i)
n∏

i=j+2

β(i)

)∣∣∣∣

=
∣∣∣∣

n−1∑

j=0

(
β(j+1) − β̃(j+1)

) j∏

i=0

β̃(i)
n∏

i=j+2

β(i)

∣∣∣∣.

Now using that

∣∣β(i)
∣∣ ≤ X

u∑

j=1

αj = AX,

∣∣β̃(i)
∣∣ ≤ X

u∑

j=1

(
αj + ∆

)
= X (A + u∆)

∣∣β(i) − β̃(i)
∣∣ =

∣∣∣∣
u∑

j=1

(
α

(i)
j − α̃j

(i))xj

∣∣∣∣ ≤ Xu∆
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and

∆ ≤ A

nuX

we obtain that

∆ eN (x)
≤ u∆Xn

n−1∑

j=0

(A + u∆)j An−j−1 = u∆XnAn−1
n−1∑

j=0

(
1 +

u∆
A

)j

= u∆XnAn−1

(
1 + u∆

A

)n − 1
u∆
A

= (AX)n

((
1 +

u∆
A

)n

− 1
)

= (AX)n
n∑

i=1

(
n

j

)(
u∆
A

)j

≤ (AX)n
n∑

i=1

(nu∆)j

Ajj!

≤ (AX)n nu∆
2A

∞∑

i=1

(nu∆)j

Ajj!
≤ (AX)n nu∆

2A
exp

(
nu∆
A

)

<
enu∆
2A

(AX)n ≤ nu∆ (AX)n .

This concludes the proof of Lemma 1. ¤

The definition of the norm function implies that N (x)∈Z for x∈Zu,
thus the upper bound on the error of the calculation has to satisfy the in-
equality ∆ eN (x)

< 1
2 . From this it follows that we must choose the precision

of the calculation as:

∆ <
1

2nu (AX)n .

After determining the necessary precision of the approximations α̃
(j)
i

to α
(j)
i , we study the complexity of the calculation of N (x) using directly

the definition of the norm form and floating point approximations to its
coefficients. We have the following theorem:

Theorem 1. The complexity of determination of the function value

N (x) according to (3) is O
(
n6 + n4 log2X

)
, where the constant in O de-

pends only on A.

Proof. Let m := n logX + log(2nuAn) and choose approximations
α̃

(j)
i to each α

(j)
i having the following properties
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• both the real and the imaginary part of α̃
(j)
i has a fractional part of

at most m + 1 digits in its binary representation
• |<(α(j)

i )−<(α̃(j)
i )| < 2−m−1 and

• |=(α(j)
i )−=(α̃(j)

i )| < 2−m−1.

Then we have ∆ < 2−m. Further, it is easily seen that

m ≤ n logX+ C1nu.

For any complex number z denote by l (z) the maximum of the binary
length of the real and imaginary part of the number. Since u ≤ n we get

l
(
α̃

(j)
i

)
≤ log αi + n logX+ C1n

2 = n logX+ C1n
2 + C2.

Now let us determine the complexity of the calculation of the values
Lj(x) =

∑u
i=1 α̃

(j)
i xi.

First of all we estimate the number of binary operations needed to
calculate the appropriate approximations to the algebraic integers α

(j)
i .

According to Theorem 19.2 of [11] this can be done in

O(n3 log n + n4 logX+ C1n
5 + C2n

3) = O(n5 + n4 logX) (4)

bit operations.
Now we turn to estimate the complexity of the remaining part of the

calculation. The number of the binary operations needed for one multipli-
cation is at most

C3(n log2X+ C1n
2 logX+ C2 logX),

hence u (≤ n) pieces of such multiplications demand less than

C3n
2 log2X+ C4n

3 logX+ C5n logX

binary operations.
Let l := maxj{l(Lj)} := maxj{l(Lj(x))} ≤ maxi,j

{
l
(
α̃

(j)
i

)}
+ logX+

n ≤ (n + 1) logX+ (C1 + 1)n2 + C2 be the maximal length of one Lj(x).
Let us determine the complexity of the calculation of

∏n
j=1 Lj(x). The

number of the binary operations needed for it is obviously the sum of the
elements of the sequence

l(L1)l(L2), [l(L1) + l(L2)]l(L3), . . . , [l(L1) + · · ·+ l(Ln−1)]l(Ln),
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times a constant. This can be estimated from above by the sum of the
elements of the sequence l2, 2l2, . . . , (n − 1)l2 times a constant. So, the
complexity of the calculation of the complete product is:

C6
n(n− 1)

2
l2 = C6

n(n− 1)
2

(
(n + 1) logX+ C1n

2 + C2

)2

≈ C7n
6 + C8n

4 log2X.
(5)

Further, the calculation of n pieces of Lj demands at most

C3n
3 log2X+ C4n

4 logX+ C2n
2 logX (6)

binary operations.
Now (4), (5) and (6) imply that the complexity of the whole calcula-

tion is:
O

(
n6 + n4 log2X

)
.

This concludes the proof of Theorem 1. ¤

4. Calculation of N (x) by matrix representation

If Ω = {ω1, . . . , ωn} is a Q-basis of an algebraic number field K and if
α ∈ K, then multiplication by α is an endomorphism of the Q-vector space
K, and we can represent α by the matrix Mα of this endomorphism in the
basis Ω. This matrix has in general rational entries. This representation is
unique, and the map α 7→ Mα is a homomorphism from K to the algebra
of n × n matrices over Q. If Ω := {1, θ, θ2, . . . , θn−1} is a power integral
basis of K and α = a1ω1 + · · ·+anωn where ai ∈ Z for 1 ≤ i ≤ n, then Mα

has integral entries. It is well known (see e.g. [1]) that the norm of α is the
determinant of the corresponding matrix Mα. Further details concerning
matrix representation of algebraic numbers can be found in [3] and [1].

Theorem 2. Let K be an algebraic number field with a power integral

basis 1, θ, . . . , θn−1, x ∈ Zu and define the norm form N (X) by (3). Then

N (x) can be determined with integer arithmetic.

In the proof the matrix representation of the linear form L(X) will be
used.
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Proof. Here an algorithm is given for the computation of N (x).
As earlier, we consider the number field K = Q(θ) and we also recall

the following notation. Let u ≤ n and put α1 = 1, α2 = θ, . . . , αu = θu−1.
Consider the following linear form used earlier:

L(X) = α1X1 + · · ·+ αuXu =
u∑

i=1

θi−1Xi.

For each x ∈ Zu the value L(x) will be an element of the field K, thus
we can compute its matrix representation in the basis Ω. However, we
can first compute a matrix representation Λ(X) of L(X) on the basis Ω,
which will have linear forms in X as its entries, and which will have the
property that Λ(x) gives the matrix representation of the element L(x) for
each x ∈ Zu. Now we compute this matrix representation of L(X).

In order to determine the elements of this matrix consider the following
products:

θkL(X) =
u−1∑

i=0

θi+kXi, where 0 ≤ k ≤ n− 1. (7)

In (7) we shall substitute each θs with its standard representation in the
base Ω. Put

θs =
n−1∑

j=0

rs,jθ
j , where 0 ≤ s ≤ 2n− 2. (8)

The standard representation of θs for 0 ≤ s ≤ n− 1 is trivial and we have
rs,j = 1 if j = s and rs,j = 0 otherwise. The standard representation of
the powers θn+k (0 ≤ k ≤ n−2) can be determined from the coefficients of
the minimal polynomial T (X) of θ using the Newton recursion formulae.
The method will be described later in Lemma 2.

Then by (7) and (8) we have

θkL(X) =
u−1∑

i=0




n−1∑

j=0

ri+k,jθ
j


Xi.

Changing the order of summation we get

θkL(X) =
n−1∑

j=0

(
u−1∑

i=0

ri+k,jXi

)
θj =

n−1∑

j=0

Fkj(X)θj , where 0 ≤ k ≤ n− 1.
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Thus the matrix representation of the linear form L(X) is the matrix

Λ(X) =




F0,0(X) . . . F0,n−1(X)
. . . . . . . . .

Fn−1,0(X) . . . Fn−1,n−1(X)


 ,

where Fk,j(X) :=
∑u−1

i=0 ri+k,jXi; (0 ≤ k, j ≤ n − 1) are linear forms in u

variables. Since N (x) = det(Λ(x)), the norm of L(x) can be calculated by
determining the determinant det(Λ(x)). So the calculation of the desired
function value is possible with integer arithmetic and Theorem 2 is proved.

¤

Lemma 2. Let T (X) =
∑n

s=0 tsX
s ∈ Z[X] be a monic irreducible

polynomial over Q of degree n. Denote by θ one of the roots of T (X).
Then θn+i =

∑n−1
j=0 rn+i,jθ

j , i ≥ 0, where rn,j = −tj for j = 0, . . . , n − 1
and

rn+i+1,j =

{
rn+i,j−1 − tjrn+i,n−1 if j ≥ 1

−t0rn+i,n−1 if j = 0.

Proof. See Chapter 4.2.2 of [3]. ¤

Now we summarize the main steps of the above construction, which en-
ables us to determine the value N (x) from the given numbers x1, . . . , xu∈Z
and the coefficients t0, . . . , tn ∈ Z of the polynomial T (X):

1. The determination of the values ri,j via Newton’s formulae
In this step we calculate the values ri,j using Lemma 2.
This calculation can be done in advance since only the coefficients ts

of the polynomial T (X) are needed.
The matrix representation of the linear form L(X) will be the matrix

Λ(X) and its entries Fkj(X) are u-variable linear forms having ri+k,j as
their coefficients.

2. The determination of the values of the linear forms Fkj(X)
In this step the values of the n2 forms Fkj(X) are calculated at the

vector x = (x1, . . . , xu) ∈ Zu.

3. The calculation of det(Λ)
Here, we calculate the determinant of the matrix Λ(x) which has ra-

tional integer entries.
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Theorem 3. The complexity of the computation of N (x) with inte-

ger arithmetic, using the algorithm described above is O(n7 + n6 logX +
n5 log2X), where the constant in O depends only on the coefficients of

T (X).

Proof. We estimate the complexity of the three steps above. The
whole complexity of the algorithm is given by the sum of these.

For the calculation of each ri,j only the coefficients ti of the polynomial
T (X) =

∑n
i=0 tiX

i are needed. Let X = max{|xi|} and t = max{|ti|}.
The binary lengths of X and t are logX and log t, respectively. For the
calculation of the entries of the matrix of size n×(n− 1) consisting of ri,j

with the Newton’s recursion formulae altogether n2 − 2n multiplications
are needed, thus its complexity is

O(n2). (9)

The calculation of the values of the linear polynomials Fkj(x) is possible
with at most u multiplications. Since the length of ri,j is C1n log t = C2n

and u ≤ n, the complexity of the determination of the n2 values is

O(n4 logX). (10)

The binary length of the numbers obtained is at most C3(C2n +
logX) = C4n + C3 logX.

For the calculation of det(Λ(x)) the matrix Λ(x) is reduced to trian-
gular form by Gaussian-elimination and the product of the elements of the
principal diagonal is taken. For this, however, operations in Q are to be
done. This problem can be solved by the multiplication with the com-
mon denominator of each of the eliminated lines. At the end the value of
the determinant obtained this way should be divided by these multipliers,
but the result will surely be a rational integer. Let l denote the maximum
length of the elements of Λ(x). Thus the length of the numbers obtained by
the elimination of the j-th column will be jl. Since the worst case is when
the denominators of the obtained numbers are coprime, the determination
of the common denominator requires O(jl(jl − 1 + 1)) = O(j2l2) binary
operations. The steps of the elimination can be done altogether by O(n3)
operations, so to transform our matrix into triangular form using integer
arithmetic is possible in at most O(n5l2) binary operation. The maximum



Methods for the calculation of values of a norm form 761

length of the elements of the principal diagonal is nl, therefore O(n3−n2

2 l2)
binary operations are needed for the calculation of their product.

Since l = C4n + C3 logX, for the calculation of the determinant at
most

O

(
n5 +

n3 − n2

2

)
(C4n + C3 logX)2 = O(n7 + n6 logX+ n5 log2X) (11)

operations are needed.
The sum of (9), (10) and (11) is O(n7 + n6 logX + n5 log2X) and

Theorem 3 is proved. ¤

Remark 1. Since the calculation of step 1 can be done in advance, in
practice only steps 2 and 3 need to be applied with the knowledge of the
numbers x1, . . . , xu in order to calculate the value N (x). The complexity
of steps 2 and 3 is essentially the one proved in Theorem 3.

5. Calculation of N (x) with modular arithmetic

Now another version of the algorithm described in the previous section
will be presented, where the necessary operations are done by modular
arithmetic.

Before describing the algorithm we outline the essence of the use of
modular arithmetic.

In the present section mod m denotes the remainder function such
that − [

m−1
2

] ≤ x mod m ≤ [
m
2

]
, for every x ∈ Z. Here [ ] denotes the

integer part function.
Let m1, . . . , mv > 0 be pairwise coprime integers and M := m1m2 · · ·

mv. Then we assign to each x ∈ Z with − [
M−1

2

] ≤ x ≤ [
M
2

]
a v-tuple in

the following way:

ϕ(x) = x(M) = (x mod m1, . . . , x mod mv).

The map ϕ : x ↔ x(M) is a ring homomorphism from Z to Z/(m1) ×
· · · × Z/(mv) ∼= Z/(m1 · · ·mv). The vector x(M) is called the modular
representation of the rational integer x.
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Let now ◦ denote addition, subtraction or multiplication. If we obtain
that

−
[
M − 1

2

]
≤ x, y, x ◦ y ≤

[
M

2

]

then the result of the operation x ◦ y can be computed with modular
arithmetic in the following steps:

1. Determination of x(M) and y(M) with Euclidean division.
2. Calculation of x(M)◦ y(M) in the residue class rings.
3. Determination of x ◦ y = ϕ−1(x(M) ◦ y(M)) with CRA (Chinese

Remainder Algorithm).
The advantage of the procedure outlined above is that in step 2 the

operations can be done with relatively small integers. Its disadvantage is
that we have to determine in advance an upper bound for the possible
values of x ◦ y. Furthermore, the operation of division can only be done in
a complicated way by determining modular inverses and the comparison
of numbers is not possible at all.

In Chapter 4.3 of [9] there is an effective Chinese Remainder Algo-
rithm, which applies recursion and certain parameters can be calculated
in advance reducing the complexity of the algorithm.

Now let us present the modular arithmetic version of the algorithm
described in the previous section.

Again let X := max{|xi|}, T (X) :=
∏n

i=0 tiX
i and t := max{|ti|}.

Then |N (x)| ≤ B := n2ntn
2Xn. We shall chose moduli mi := pki

i , ki ∈ Z≥0

for 1 ≤ i ≤ v, with distinct primes p1, . . . , pv such that M := pk1
1 pk2

2 ···pkv
v >

2B. With such a choice we can guarantee

−
[
M − 1

2

]
≤ N (x) ≤

[
M

2

]
.

Now we summarize in four steps the algorithm which enables us to
determine the function value N (x) at x1, . . . , xu ∈ Z with the knowledge
of the coefficients t0, . . . , tn ∈ Z of the polynomial T using modular arith-
metic. Prime power moduli pk1

1 , . . . , pkv
v are calculated in advance having

the properties pi ≤ C for i = 1, . . . , v with some constant C and M :=
pk1
1 pk2

2 . . . pkv
v > 2B. In order to be able to guarantee M > 2B it is enough
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to suppose
∏

p≤C p > 2B, and since
∏

p≤C p >
√

C
π(C)−π(

√
C)

it is sufficient

to have
√

C
π(C)−π(

√
C)

> 2B. Thus we suppose C = C ′√log(2B).

The four main steps of our algorithm are the following:

1. Determination of the values ri,j with Newton’s formulae
In this step the modular arithmetic is not yet used since on the one

hand the maximum length of the numbers ri,j is Cn log t, on the other hand
these calculations can be performed in advance as only the coefficients ti of
the polynomial T (X) are needed. Hence, the numbers ri,j are determined
according to the description in the previous section.

2. Determination of the values of the linear polynomials Fkj(x)
Here the modular arithmetic is already applied. In this step the values

of the linear polynomials Fkj(x) mod pk1
1 , . . . , mod pkv

v are calculated at
the vector x = (x1, . . . , xu) ∈ Zu. This way in fact we determine the
matrices Λ(1)(x), . . . , Λ(v)(x) which all have rational integer entries.

3. Calculation of det(Λ(M)(x)) = N (M)(x)
Now we determine the determinants of the matrices Λ(1)(x), . . . ,

Λ(v)(x). This will be the modular representation (N (1)(x), . . . ,N (v)(x))
of the function value N (x).

4. Determination of the function value N (x)
The value of N (x) is computed using the Chinese Remainder Algo-

rithm from the modular representation
(N (1)(x), . . . ,N (v)(x)

)
.

Theorem 4. The complexity of the determination of N (x) with mod-

ular arithmetic is O(n7 + n6 logX+ n2 log3/2X), where the constant in O

depends only on the coefficients of T (X).

Proof. We estimate the complexity of the four steps described above.
The whole complexity of the algorithm is given by the sum of these. Let
t := max{|ti|} and P := max{pki

i }.
Since the numbers ri,j are computed in the same way as in the algo-

rithm presented in the previous section, also the complexity of this step is

O(n2). (12)

In order to compute the values of the linear polynomials Fkj(x) we have
to determine first the remainders xi mod pk1

1 , . . . , xi mod pkv
v , i = 1, . . . , u
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and ri,j mod pk1
1 , . . . , ri,j mod pkv

v , i = n, . . . , n − 2 and j = 0, . . . , n − 1.
This needs O(vn log P logX+ vn3 log P ) binary operations. From now on
the length of every number we encounter during the computation can be
at most log P . Since u ≤ n, the complexity of the determination of the n2

values is O(vn3 log2 P ). Thus the whole complexity of the second step is

O(vn log P logX+ vn3 log2 P ). (13)

In the third step the determinants of the matrices Λ(M)(x) ∈ Zn×n are
calculated. The complexity of the calculation of the computation of each
determinant is O(n5 log2 P ). Therefore, the complexity of the third step is

O(vn5 log2 P ). (14)

In the fourth step we compute the function value N (x) from its mod-
ular representation

(N (1)(x), . . . ,N (v)(x)
)

using the Chinese Remainder
Algorithm. Now Algorithm 4.1 of [9] will be used. The input of this
will be

(N (1)(x), . . . ,N (v)(x)
)
, pk1

1 , . . . , pkv
v , and q2, . . . , qv and s2, . . . , sv,

where

qi =
i−1∏

j=1

p
kj

j , si ≡
i−1∏

j=1

s
(i)
j mod pki

i (i = 2, . . . , v),

where
s
(i)
j p

kj

j + s
(j)
i pki

i = 1.

The numbers s
(i)
j and s

(j)
i can be determined by O(log2 P ) binary opera-

tions by the extended Euclidean algorithm (see Theorem 3.8 in [9]). The
determination of the numbers si demands O((v − 1)2 log2 P ) binary op-
erations, and for the calculation of the values qi at most O(1

2(v2 − 3v +
2) log2 P ) binary operations are needed. After these precomputations the
CRA needs O(v log2 P ) binary operations. Therefore the overall complex-
ity of the operations of the fourth step is

O(v2 log2 P ). (15)

By (12), (13), (14) and (15) we can estimate the complexity of the
algorithm by

O(v2n5 log2 P + vn log P logX). (16)
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Since v ≤ cC
log C and log P ≤ log C we have v log P ≤ cC. Thus (16) takes

the form
O(C2n5 + Cn logX). (17)

Further, since C = C ′√log(2B) and B = n2ntn
2Xn we see that

C2 ≤ c1n
2 + c2n logX

and
C ≤ c3n + c4n

1/2 log1/2X < c5n log1/2X.

This shows that the complexity of the whole algorithm is at most

O(n7 + n6 logX+ n2 log3/2X)

and this was to be proved. ¤

Remark 2. The calculation of step 1 can be done in advance and the
numbers si and qi of step 4 can also be determined in advance.

6. Comparison of the algorithms

For the calculation of the function value N (x) three algorithms were
discussed. The complexity of the algorithm using directly the definition of
the norm form is O(n6 + n4 log2X). Its remarkable disadvantage is that
we have to do operations with real numbers with precision 1

2nu(AX)n .
The complexity of the algorithm using the matrix representation of the

linear form L(X) is O(n7 + n6 logX + n5 log2X). However, its important
advantage is that it operates on integers.

The complexity of the algorithm using the matrix representation with
modular arithmetic is O(n7 + n6 logX+ n2 log3/2X).

The above three algorithms have been implemented in Maple V Re-
lease 4 (see [2]). Let us refer to these procedures as ALG1, ALG2 and
ALG3, respectively. These algorithms were also compared with an algo-
rithm ALG4 which uses the built-in Norm() procedure of Maple. All
the four algorithms were run with randomly generated polynomials and
data. Every algorithm was run with the same parameters 50 times and
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the running time was measured then later their average was taken. The
following table shows the characteristic results of the test:

ALG1
ALG2
ALG3
ALG4

n = 5
u = 4

Et = 10
Ex = 50
0.2427
0.0130
0.0697
0.0221

n = 5
u = 4
Et=10
Ex=70
0.4892
0.0115
0.1032
0.0220

n = 5
u = 4
Et= 10
Ex=90
0.5942
0.0126
0.1727
0.0262

n = 5
u = 4
Et=10
Ex=110
0.6128
0.0215
0.3099
0.0395

n = 5
u = 4
Et=10
Ex=130

1.233
0.0181
0.2329
0.0506

n = 5
u = 4
Et=10
Ex=150

1.244
0.0206
0.2897
0.0542

In the table n denotes the degree of the minimal polynomial, u denotes
the number of the variables of the linear form, Et denotes the size of the
coefficients of the minimal polynomial and Ex denotes the size of the
substitution values.

The table shows that the fastest algorithm is ALG2, which uses integer
arithmetic and applies the matrix representation of the norm form. ALG1
runs in the first test with a precision of 400 digits and in the sixth with
900 digits precision, this is why its running time is the worst.

The above table also shows, how the increase of the substitution val-
ues effects the running time of our algorithms. In this respect the most
sensitive is algorithm ALG1 and the increase of the substitution values
has the least effect on the running time of algorithm ALG2. However, the
real slowing factor is, the increase of the degree. The following table shows
the effect of this on the running time of the four algorithms:

ALG1
ALG2
ALG3
ALG4

n = 4
u = 4
Et=10
Ex=100
0.3996
0.0085
0.0757
0.0245

n = 5
u = 4
Et=10
Ex=100
0.6247
0.0160
0.1570
0.0306

n = 6
u = 5
Et=10
Ex= 100

1.533
0.0527
0.5232
0.0581

n = 7
u = 6
Et=10
Ex=100

4.035
0.1161
1.137
0.0847

n = 8
u = 7
Et=10
Ex=100

6.751
0.2153
2.245
0.1383

n = 9
u = 8
Et= 10
Ex=100

10.13
0.3811
4.316
0.2104

Here, in the sixth test ALG1 calculates with a precision of 1500 dig-
its, so its running time increases a significantly. Up to the third test the
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running time of ALG2 is the best. In the additional tests ALG4 will be-
come the fastest. It should be noted that algorithm ALG4 uses the original
Norm() procedure of Maple which was not implemented in Maple’s own
language but in C. This partly explains the differences in speed.

Algorithm ALG3 using modular arithmetic is not fast enough because
it uses the chrem() Chinese Remainder Algorithm of Maple in which the
speedup due to precomputations (see Remark 2) cannot be utilized.
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