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Some non-commutative products of distributions

By BRIAN FISHER (Leicester)

Abstract. Let g be a distribution and let g, = (g * §,,)(z), where §,(x) is a
certain sequence converging to the Dirac delta-function. The product f.g of two
distributions f and g is defined to be the limit of the sequence {fg,}, provided
its limit A exists in the sense that

lim (f(z)gn (), p(z)) = (h(z), p(2))

n—co
for all functions ¢ in D. It is proved that
(sgnz|z|* In? |z]).(|z|* In? |z|) = sgn x|z TH InPT ||,
(|z|* In? |z|).(sgn z|z|* In? |z|) = sgn z|z P InPH? ||

for -2 < A+ pu<—1and p,gq=0,1,2,

In the following, we let D be the space of infinitely differentiable func-
tions with compact support and let D’ be the space of distributions defined
on D. Now let p(z) be a function in D having the following properties:

(i) p(x )—Ofor |z| > 1,
(i) o) >
(i) p() = < ),

(iv) fl dr = 1.
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Putting 0, (z) = np(nz) forn = 1,2, ..., it follows that {0, (z)} is a regular
sequence of infinitely differentiable functions converging to the Dirac delta-
function d(z).

If now f is an arbitrary distribution in D', we define

fn(x) = (f * 5n)(x) = <f(t)a5n($ - t)>

for n =1,2,... It follows that {f,(z)} is a regular sequence of infinitely
differentiable functions converging to the distribution f(x).

A first extension of the product of a distribution and an infinitely
differentiable function is the following, see for example [2].

Definition 1. Let f and g be distributions in D’ for which on the
interval (a,b), f is the k-th derivative of a locally summable function F'
in L”(a,b) and ¢ is a locally summable function in L9(a,b) with 1/p+
1/q = 1. Then the product fg = gf of f and g is defined on the interval

(a,b) by
k

ro= 3 () vt

i=0
It follows easily that the products (|| In? |x|)(Jz|* In? |z|) and exist
by Definition 1 and

(Jo[* P |2 ]) (|| In |a]) = |27 P *e |z, (1)
(sgn x|z n? |z]) (jz* In? |z]) = sgn |z P * |z, (2)
(Jo[* P |2[) (sgn @]z In? |z]) = sgn x|z P+ |z, 3)
(sgn |z ? |z|) (sgnafe|" In? |z]) = [z P+ || (4)

for A+ u>—-1and p,g=0,1,2,...
The following definition for the non-commutative product of two dis-
tributions was given in [3] and generalizes Definition 1.

Definition 2. Let f and g be distributions in D’ and let g,(z) =
(g % 0p)(z). We say that the product f.g of f and g exists and is equal to
the distribution h on the interval (a,b) if
i (f(z)gn(x), p(x)) = (h(z), ¢(z))

n—oo
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for all functions ¢ in D with support contained in the interval (a,b).

It was proved that if the product fg exists by Definition 1, then it
exists by Definition 2 and fg = f.g.
The following theorem is easily proved.

Theorem 1. Let f and g be distributions in D’ and suppose that
the products f.g and f.g" (or f'.g) exists. Then the product f'.g (or f.q')
exists and

(f9)'=1.9+19d" (5)
The next theorem was proved in [4].

Theorem 2. The product (z" In? |z|).(z="" In?|z|) exists and
(z" 0P |z)). (27" In? |z|) = 27! InP T || (6)
forr=0,£1,4£2,... and p,q=0,1,2,...

We now prove the following theorem which generalizes equations (2),
(3) and (6).

Theorem 3. The products (sgnz|z|* In? |z|).(|z|* In? |z|) and
(Jz[* In? |z|).(sgn z|z|* In? |z|) exist and

(sgn z|z|* n? |z]).(|z|[* In? |z|) = sgn |z TH InPT 2], (7)
(J* nP |z]).(sgn z|z|* In? |z|) = sgn z|z|}TH InPT4 |z| (8)
for =2 < A4+ pu<—-1andp,q=0,1,2,...
PRrROOF. We first of all prove equation (7) when A > —1. Putting
(lz[* In® [z[)p = (|2 In? [z[) 65 (2),

we have u
/ (sgn z|z|* In? |z|)(|z|* In? |z|),, dz = 0, 9)
—a
since the integrand is odd.
Further, if 4 is an arbitrary continuous function, we have

/a (sgn |z n? |a]) (2] n? |2])n 2t (2) da

—a
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=t/“ M I [ (2l I 2] () de

—a

and it follows that
a
lim (sgn z|z|* In® |z|)(|z|* In? |z])pzep(z) d

—
n—oo J_ .

a
:/ ]:L“|)‘+“+1 InP T |z)2p(z) do (10)

—a

a
:/ sgn z|z| M InP e |z 2 (x) de,

a

since on using equation (1), the sequence {|z|**!In? |z|(|z|* In? |z|),} con-
verges in the distributional sense to the locally summable function
ML I g

Now let ¢ be an arbitrary function in D and choose a so that supp ¢ C
[—a,a]. By the mean value theorem, we have

p(x) = (0) + 2¢'(§),
where 0 < £ < 1. Then

((sgn |z ? |z]) (|| In? |])n, ()

— / sgnﬂz|x\)‘ In? |z|(|z|* In? |z|)np(x) dx

— 00

a
= @(0)/ sgnx!x\)‘ln” |z|(|x]|* In? |z|),, dx

a

a
+/ sgn x|z In? |z](|z* In? |z|)pae () da.

—a

Using equations (9) and (10), it follows that

lim ((sgn e n? |z]) (| In? |a|)n, ¢ (2))
a

:/ sgn z|z| M InP e x|z () de

—a

:/S@mwwwwmwm—wwm

o0

= (sgn M P |z, p(x)



Some non-commutative products of distributions 257

for arbitrary ¢ in D, proving equation (7) for A > —1, =2 < A+ p < —1
and p,q=0,1,2,...

Equation (8) follows similarly for A > —1, =2 < A 4+ u < —1 and
p,q=0,1,2,...

When —2 < A\, A+ ¢ < —1, we have from equation (1)

M (|2 I [z]) = [ I |z (11)
for g = 0,1,2... Differentiating equation (11) we get

(A + 1) (sgnfz]*). (" In? |z])
+ plzM L (sgn |z n? |2]) + |z (sgnalz[F T In? T |2]) (12)

= (A4 p+ D sgnz|z[**1n? |z| + gsgn x|z} TH 1 |z,

Using Theorem 1 and equation (7), which has been proved for A > —1, it
follows that

(sgnz|z|*).(|z|* In? |z|) = sgn x|z} In? |z|. (13)

Equation (7) therefore holds for —2 < A\, A+ pu < —1, p =0 and
q=0,1,2,...
It follows similarly that

z*.(sgn z|z|* In? |z|) = sgn z|z[* T In? |z]. (14)

Equation (8) therefore holds for —2 < A\, A+ < —1, p =0 and
q=0,1,2,...

Now suppose that equations (7) and (8) hold for some k with —k < A,
—2< A4+ pu< —1land p,q=0,1,2,... This is certainly true when k = 1.
Also suppose that equations (7) and (8) hold for some p with —k —1 < A,
-2 <A+ pu< —-1and g =0,1,2,... This is also true when k£ = 1 and
p = 0. Then with —k —1 < XA and =2 < A+ p < —1, it follows from
equation (1) that

(Je M P ) (2] In [a]) = [ M PP (], (15)
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Differentiating equation (15), we get
(A + 1) (sgn 2|z InP L |z)).(|z]* In? |2])

+ (p+ 1)(sgnzfz[* ? [2]). (|2 In? |z)

+ p(|2M P ). (sgn 2l ]t Inf )

+q(Jz M Pt Jz)). (sgn e[t It )

= (A4 p+ Dsgna|z M P 2] + (p+ ¢+ 1) sgn |z InPH 2.
Using our assumptions and Theorem 1, it follows that
(sgn z|z|* InPH Y |2)).(|z|* In? |z]) = sgn z|z|* T InPHe |z

giving equation (7) for p+ 1 and —k — 1 < A.
Similarly, differentiation of the equation

(sgn |z P |z)) (sgn afe|* In? |z]) = |z M P |,
using our assumptions and Theorem 1, it follows that
(Jo|* nPTL |z|). (sgn z|z|* In? |z]|) = sgn z|z[* T InPH |z

giving equation (8) for p+ 1 and —k — 1 < A.
Equations (7) and (8) now follow by induction for all A, u, with —2 <
A4 pu<1landp,qg=0,1,2,..., completing the proof of the theorem. [

We finally consider what happens if A + 4 < 2. With A > —1, the
sequence {(|z|*In?|z|),} will converge to the distribution |z|*1n?|z| and
the integral

n
/sgn:ca:|)‘+“1n|x]p+q:vw(:c)da:

—n

in equation (10) will in general be divergent. This means that
lim ((sgn || W [2])(j2]* n? |2])n, ¢ (z))
n—oo

cannot exist for all functions ¢. The product (sgn z|z|* In? |z|).(|z|* In? |z|)
will therefore not exist in this case.

Similarly, the product (|z|*In?|z|).(sgnz|z|*In? |z|) will not exist if
A p < =2
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