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1. Introduction

Superelliptic equations. Let f be a polynomial with integer coeffi-
cients and with at least two distinct zeros, and let w be a given non-zero
integer. Schinzel and Tijdeman [19] proved that if the integers x, y, n

with |y| > 1 and n ≥ 2 satisfy the equation

f(x) = wyn, (1)

then n can be bounded above by an effectively computable number de-
pending only on f and w. Several upper bounds were later obtained for
n which depend on w and the height and degree of f ; see [21], [4], [22],
[2], [5], [1], [17] and the references given there. Some of these results were
established in more general form, over number fields and/or assuming only
on w that its distinct prime factors are fixed.

For w = 1 and irreducible monic f , Brindza, Evertse and Győry

[3] derived an explicit upper bound for n which depends only on the degree
and discriminant, D(f), of f . Recently Haristoy [14] extended this to
arbitrary monic polynomials as well as to the number field case.

In our paper we show that, apart from certain exceptions which will
be described explicitly below, n can be estimated from above in (1) by
an effectively computable bound which depends only on deg f and the
product of distinct prime factors of w and D(f). We prove this in a more
general form, over number fields.

To formulate our results, we have to introduce some notation. Through-
out this paper, K denotes an algebraic number field of degree d with ring
of integers OK and unit group O∗

K. Let p1, . . . , ps (s ≥ 0) be distinct prime
ideals of OK and denote by S the set of those α ∈ OK \ {0} for which the
ideal (α) has no prime ideal divisors other than p1, . . . , ps. Further, let

Q =

{
NK/Q(p1 · · · ps) if s > 0,

1 if s = 0.

Let f ∈ OK[X] denote in (1) a monic polynomial of degree m with
k ≥ 2 distinct zeros and splitting field L over K, and suppose that Df ,
the discriminant of the square-free monic polynomial divisor of maximal
degree of f in OK[X] is contained in S. Consider the solutions of equation
(1) in x ∈ OK, y ∈ OK \ {0},w ∈ S and n ≥ 2.
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For y ∈ O∗
K, n can be arbitrarily large. Further, if

f(X) = umf ′(u−1(X + a)) (2)

for some a ∈ OK, u ∈ S, f ′ ∈ OK[X] and x + a = u = vn with some
v ∈ S, then y = vm yields a solution of (1), provided that f ′(1) ∈ S. In
this case Df ′ ∈ S, y ∈ S \O∗

K if u ∈ S \O∗
K, and n can be again arbitrarily

large compared to m, k, Q and the parameters of L. To exclude the above
situation, in the case y ∈ S \O∗

K we assume that f is reduced, that is that
(2) does not hold for any a, f ′, u with u ∈ S \O∗

K.

Theorem 1. Let x, y 6= 0, w, n be a solution of (1) with x ∈ OK,

y ∈ OK \O∗
K, w ∈ S, n ≥ 2. If y /∈ S or if y ∈ S and f is reduced, then

n ≤ c1Q
c2 , (3)

where c1, c2 are effectively computable positive numbers which depend

only on m, k, d and the discriminant DL of L.

We note that much better upper bounds come for n from our proof
if y has a prime ideal divisor of large norm or if y ∈ S and f is reduced.
Further, in view of Df ∈ S we have

|DL| ≤ c3Q
c4 , (4)

where c3, c4 are effectively computable positive numbers depending only
on k, d and the discriminant DK of K; for explicit values of c3 and c4,
see Remark 5 after the proof of Theorem 2. Hence, together with (4),
Theorem 1 provides also a bound for n which depends only on m, k, d,
DK and Q. These bounds can be compared with Theorem 2.2 of [14],
where the bound depends also on Df .

Shorey, van der Poorten, Tijdeman and Schinzel [20] general-
ized the above-mentioned result of [19] on equation (1) for the equation

F (x, z) = wyn, (5)

where F ∈ Z[X,Y ] is a binary form with F (1, 0) 6= 0 and with at least
two distinct linear factors over Q, subject to the conditions that gcd(x, z)
is bounded and z, w are divisible by finitely many fixed primes only. In
the monic case, when F (1, 0) = 1, this was extended in [21] to the number
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field case. An explicit version has been recently given by Haristoy [14],
where the bound on n depends on the height of F .

We give now a generalization of Theorem 1 for equation (5). Let
F (X, Z) denote a monic binary form of degree m with coefficients in OK

such that F (X, 1) has k ≥ 2 distinct zeros and that DF , the discriminant of
the square-free polynomial divisor of maximal degree of F (X, 1) in OK[X]
is contained in S. Let L be the splitting field of F over K, and DL the
discriminant of L. Consider the solutions of (5) in x ∈ OK, y ∈ OK \ {0},
z, w ∈ S, n ≥ 2.

It suffices to deal with the case y /∈ O∗
K, since otherwise n can be

arbitrarily large. If F (1, 1) ∈ S, then x = z = vn, y = vm is a solution of
(5) for every v ∈ S and n, that is n cannot be bounded. Similarly, if

F (X, Z) = F ′(X + aZ, uZ) (6)

with a ∈ OK, u ∈ S, F ′ ∈ OK[X, Z] and F ′(1, 1) ∈ S, then DF ′ ∈ S and
z = 1, x + a = u = vn, y = vm is a solution of (5) for any v ∈ S, and n

cannot be bounded above in terms of m, k, d, DL and Q only.
Excluding these two cases, n can be estimated from above as in The-

orem 1. We say that F is reduced if (6) does not hold for any a, F ′ and u

with u ∈ S \O∗
K.

The following theorem contains Theorem 1 as a special case with the
choice z = 1, µ = 0.

Theorem 2. There exist effectively computable positive numbers c5,

c6 and c7 which depend only on m, k, d and DL such that if x, y 6= 0, z,

w, n is a solution of (5) with x ∈ OK, y ∈ OK \O∗
K, z ∈ S, w ∈ S, n ≥ 2,

then

n ≤ c5Q
c6 + µc7 log Q, (7)

where µ = 0 if y /∈ S, and

ordpi((x, z)) ≤ µ for i = 1, . . . , s (8)

if y ∈ S \O∗
K and F is reduced.

The dependence on DL in (7) can be eliminated again by means of (4).

Binomial Thue–Mahler equations. Consider now the equation

axn − byn = c, (9)
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where a, b are fixed non-zero elements of OK, and x, y ∈ OK \ {0}, c ∈ S,
n ≥ 3 are unknowns. As is known, for n = 0, 1, 2, . . . , axn + byn can be
regarded as a special binary recurrence sequence. Several upper bounds
have been derived for n in (9) in terms of a, b and S; see [21], [26], [8] and
the references occurring there.

To prove our Theorem 2, we shall need the following extension in which
a and b are also unknowns, taken from S. Denote by h and R the class
number and regulator of K, respectively.

Theorem 3. Let a, b, c ∈ S, x, y ∈ OK \ {0}, n ≥ 3 be a solution of

(9), and suppose that at least one of x and y is not contained in O∗
K. There

exists an effectively computable positive constant c8 which depends only

on d, h and R such that

n ≤ c8Q
3h + ν log Q, (10)

where ν = 0 if x /∈ S or y /∈ S, and

ordpi((axn, byn, c)) ≤ ν for i = 1, . . . , s (11)

otherwise.

It is clear that in the case x, y ∈ S the condition (11) is necessary.
We remark that in our proof much better upper bounds are obtained

in the following special cases: x, y ∈ S (cf. (45), (52)); x or y has a prime
ideal divisor of large norm (see (40)); c ∈ O∗

K (see Remark 4 after the proof
of Theorem 3). These better bounds enable one to improve the bounds of
Theorems 1 and 2 in the corresponding special cases.

In the particular case K = Q it follows from Theorem 3 that if a, b, x,
y, n are non-zero rational integers with |xy| > 1, n ≥ 3 such that xy has a
prime factor which does not divide ab(axn − byn), then Q(axn − byn), the
product of distinct prime factors of axn − byn satisfies

|axn − byn| ≥ Q(axn − byn) ≥ (c9/Q(ab))n1/3, (12)

where Q(ab) denotes the product of distinct prime factors of ab, and c9 is
an effectively computable absolute constant. Theorem 3 and (12) should
be compared with Theorem 2 of Yu and Hung [26] where the dependence
on n is better, but the lower bound obtained for Q(axn − byn) depends
not only on Q(ab) but also on a and b themselves.
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Remark 1. We note that the above constants c1 to c9 can be easily
expressed in explicit form by using the explicit estimates in our proofs as
well as explicit versions of Lemmas 1 to 8.

Remark 2. In the proof of Theorem 3 we utilize among other things
some new estimates of Matveev [16] and Yu [25] on linear forms in loga-
rithms of algebraic numbers and a recent bound of Győry and Yu [13] on
the solutions of S-unit equations. Theorem 2 will be deduced from Theo-
rem 3 with the help of a recent effective theorem of Győry [12] concerning
monic binary forms having discriminants contained in S. We remark that
Theorems 1 and 2 can be proven, with other bounds, without the use of
Theorem 3 as well. This will be the subject of a forthcoming paper.

2. Auxiliary results

To prove our theorems we need some lemmas. For a non-zero alge-
braic number α of degree l over Q, whose minimal polynomial over Z is
a

∏l
i=1(X − αi),

h(α) =
1
l

(
log |a|+

l∑

i=1

log max(1, |αi|)
)

denotes the absolute logarithmic height of α. For properties of this height,
see e.g. [23].

Let again K denote an algebraic number field, OK its ring of integers
and O∗

K its unit group with the parameters d, h, R and DK specified above.
Let r denote the unit rank of OK, and set δd = 2/(log 3d)3 if d ≥ 2 and
δd = log 2 if d = 1.

Lemma 1. Suppose that r ≥ 1. There exists a fundamental system

ε1, . . . , εr of units in K such that

h(εi) ≤ c10R (1 ≤ i ≤ r) and
∣∣εi

(j)
∣∣ ≥ exp{−dc10R}

for each field conjugate εi
(j) of εi, 1 ≤ i ≤ r, 1 ≤ j ≤ d, and

r∏

i=1

h(εi) ≤ c11R,



Power values of polynomials and binomial Thue–Mahler equations 347

where

c10 =
(r!)2

2r−1dr

(
δd

d

)1−r

and c11 = c10

(
d

δd

)1−r

.

Proof. The first and third estimates are consequences of Lemma 1
of [7], the second one is an easy consequence of the first inequality. ¤

Lemma 2. For every α ∈ OK \ {0} there exists a unit ε ∈ OK such

that

h(εα) ≤ log |NK/Q(α)|
d

+ c12R,

and ∣∣(εα)(j)
∣∣ ≥ |NK/Q(α)|1/d exp{−c12R}

for each field conjugate (εα)(j) of εα, j = 1, . . . , d, where

c12 = rr+1δ
−(r−1)
d /2.

Proof. The first inequality is a special case of Lemma 2 in [7], while
the second one is an immediate consequence of (15) in the proof of Lemma 2
of [6]. ¤

Lemma 3. If d ≥ 2, then

Rh < c13|DK|1/2(log |DK|)d−1 and R ≥ 0.2052,

where c13 = 2dd/((2π)d/2d!).

Proof. For the first inequality, see [15]; the second one is proved
in [9]. ¤

Let α1, . . . , αm be non-zero elements of K, and let b1, . . . , bm be ratio-
nal integers with B = max(|b1|, . . . , |bm|, 3). Put

Λ = α1
b1 · · ·αm

bm − 1.

Lemma 4. Let

Aj ≥ max{dh(αj), | log αj |, 0.16} (1 ≤ j ≤ m).

If Λ 6= 0 then

log |Λ| > −C1(m, d) log(meB)A1A2 · · ·Am,

where

C1(m, d) = 3.15 · 30m+4(m + 1)5.5d2 log(ed).
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Proof. As is known, if 0 < |Λ| < 1/3 then

|b0 log(−1) + b1 log α1 + · · ·+ bm log αm| ≤ 2|Λ|,

where b0 ∈ Z with |b0| ≤ mB and log denotes the principal value of the
logarithm. Hence Lemma 4 is an immediate consequence of Corollary 2.3
of [16]. ¤

Remark 3. Set c14 = 3.22d/δd. It is easy to check that in Lemma 4,
we can choose Aj = π or Aj = c14h(αj) according as αj is a root of unity
or not.

Denote by p a prime ideal of OK lying above the prime number p,
and by ep the ramification index of p. For α ∈ K∗, write ordp α for the
exponent to which p divides the fractional ideal (α) generated by α in K.

Lemma 5. If α ∈ K∗ then

ordp α ≤ d

log NK/Q(p)
h(α).

Proof. See Yu [24], p. 124. ¤

The following lemma is a consequence of Theorem 3 in Yu [25]. It is
a p-adic analogue of Lemma 4.

Lemma 6. Let again α1, . . . , αm be non-zero elements of K, and

suppose that they are not roots of unity. If Λ 6= 0 then

ordp Λ < C2(m, d, p)h(α1) · · ·h(αm) log B,

where

C2(m, d, p) = (16ed)2(m+1)m5/2ep
m NK/Q(p)

log2 NK/Q(p)
log(2md) log(2d).

Proof. This is a consequence of Theorem 3 in [25]. ¤

As in Section 1, p1, . . . , ps will denote distinct prime ideals in OK. In
what follows, we use the notation

P =

{
max1≤i≤s NK/Q(pi) if s > 0,

1 if s = 0.
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Further, let

W = (log∗NK/Q(p1)) · · · (log∗NK/Q(ps)),

if s > 0 and W = 1 if s = 0. Here log∗ a is defined as max{log a, 1}.
The element α ∈ K is called S-unit if ordp(α) = 0 for every prime

ideal p different from p1, . . . , ps. Let O∗
S denote the group of S-units in K.

Clearly S = O∗
S ∩OK. Consider the S-unit equation

x1 + x2 + x3 = 0 in x1, x2, x3 ∈ O∗
S . (13)

Put

T =
s∏

i=1

max{h log pi, c12R} and H = max{h, c12R},

where p1, . . . , ps denote the rational primes lying below p1, . . . , ps, respec-
tively.

Lemma 7. For every solution x1, x2, x3 of (13) there are σ ∈ O∗
S and

ρk ∈ S such that

xk = σρk, k = 1, 2, 3
and

max
1≤k≤3

h(ρk) ≤ c15hR2(log∗R)H2PT log T,

where c15 = (13d)3(2r+s+7). Further, if xk ∈ S for k = 1, 2, 3, then σ can

be chosen from S.

Proof. This is a consequence of Theorem 2 of [13]. ¤

For a polynomial F with algebraic coefficients, we denote by h(F ) the
maximum of the heights of the coefficients of F .

Lemma 8. Let F ∈ OK[X, Y ] be a monic binary form of degree k ≥ 3
with discriminant D(F ) ∈ S and splitting field L over K. Then there are

a monic F ∗ ∈ OK[X, Y ] and a, u ∈ OK with u ∈ S such that

F (X, Y ) = F ∗(X + aY, uY )

and

h(F ∗) ≤ c16c
s
17P

lW l+1,
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where l = [L : K] and c16, c17 are effectively computable positive numbers

which depend on d, k and the discriminant DL of L.

Proof. This is a special case of Corollary 2 in [12]. ¤

Finally, we shall need the concept of the S-norm. If α ∈ K then
(α) can be written uniquely as a product of two ideals a1, a2 where a1 is
composed of p1, . . . , ps and a2 is composed solely of prime ideals different
from p1, . . . , ps. Then the S-norm of α is defined as NS(α) = NK/Q(a2).
It is clear that α ∈ OK is contained in S if and only if NS(α) = 1.

3. Proofs of the theorems

We first prove Theorem 3.

Proof of Theorem 3. In our proof we shall use some ideas from
[26] and [8], where equation (9) is studied with fixed a, b. We keep the
notation of the preceding sections. If r + s = 0, then (10) follows imme-
diately with ν = 0 from a classical theorem of Zsigmondy [27]. Thus we
may assume that r + s > 0. For s > 0, we can write

(a) =
s∏

i=1

pi
ai , (b) =

s∏

i=1

pi
bi

where ai, bi are non-negative integers. Let hi denote the smallest positive
integer for which pi

hi is a principal ideal. Put ai = cihi + di, bi = eihi + fi

with integers ci, di, ei, fi ≥ 0 such that

0 ≤ di, fi < hi

for i = 1, 2, . . . , s. We infer that

a = εaα
s∏

i=1

πi
ci b = εbβ

s∏

i=1

πi
ei , (14)

where εa, εb are units and πi, α, β are integers in OK such that

(πi) = pi
hi , (α) =

s∏

i=1

pi
di , (β) =

s∏

i=1

pi
fi .
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On applying Lemma 2 we deduce that in (14) α and β can be chosen so
that

min{|α(j)|, |β(j)|} ≥ exp{−c12R} (15)

for each j with 1 ≤ j ≤ d. Further, we have

h(α) ≤ log |NK/Q(α)|
d

+ c12R and h(β) ≤ log |NK/Q(β)|
d

+ c12R,

whence
max(h(α), h(β)) ≤ (sh/d) log P + c12R = c16. (16)

Similarly, for s > 0, we can choose πi such that

|πi
(j)| ≥ exp{−c12R} for j = 1, . . . , d (17)

and

h(πi) ≤
hilog NK/Q(pi)

d
+ c12R, (18)

whence
s∏

i=1

h(πi) ≤
s∏

i=1

((hi/d) log NK/Q(pi) + c12R) = c17. (19)

We recall that c12 = 0 for r = 0. If r ≥ 1, fix a fundamental system
ε1, . . . , εr of units in K with the properties specified in Lemma 1. Then,
incorporating the roots of unity from the representation of εa, εb into α,
β, we can rewrite (9) as

α
r∏

j=1

ε
uj

j

s∏

i=1

πti
i (x′)n − β

r∏

j=1

ε
vj

j

s∏

i=1

πwi
i (y′)n = c (20)

where we may assume that ti, wi, uj , vj are rational integers which satisfy

0 ≤ uj , vj , ti, wi < n (21)

for each j and i, and where x′, y′ denote non-zero integers in K such that

max(NS(x′), NS(y′)) = max(NS(x), NS(y)).

Hence, for simplicity, we may write in (20) x, y in place of x′, y′. Set

Rn = axn − byn,
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where now

a = α
r∏

j=1

ε
uj

j

s∏

i=1

πti
i and b = β

r∏

j=1

ε
vj

j

s∏

i=1

πwi
i . (22)

It follows from (20) that ((x)h, (y)h) = (ω) with some ω ∈ S. Put

xω =
xh

ω
, yω =

yh

ω
. (23)

It is clear that xω, yω are integers in K. Denote by x
(j)
ω , y

(j)
ω , j = 1, . . . , d,

their field conjugates. Let

Mω =
d∏

j=1

max(|x(j)
ω |, |y(j)

ω |), (24)

and

Sn =
Rh

n

ωn
.

It is easy to see that Sn ∈ S. A straightforward calculation gives

Sn = bhyn
ω

(
a

b

(
x

y

)n

− 1
)h

= ahxn
ω

(
b

a

(y

x

)n
− 1

)h

. (25)

We distinguish two cases. First suppose that

|NK/Q(Sn)| ≤ M0.99n
ω . (26)

We note that this holds if e.g. s = 0 or s > 0 but c ∈ O∗
K. We are going to

derive a lower bound for |NK/Q(Sn)|. We may suppose that |yω| ≥ |xω|.
Then we deduce from (25) that

|Sn| ≥ (min(|a|, |b|))h(max(|xω|, |yω|))n

×
∣∣∣∣∣∣

(
α

β

) r∏

j=1

ε
uj−vj

j

s∏

i=1

πti−wi
i

(
x

y

)n

− 1

∣∣∣∣∣∣

h

.

First we give a lower bound for min(|a|, |b|). Combining (22) with (15),
(17) and Lemma 1, we deduce that

|a| = |α|
r∏

j=1

|εj |uj

s∏

i=1

|πi|ti ≥ exp{−n(r + s + 1)dc0R}
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with c0 = max{c12, c10}, and the same lower bound follows for |b|. Here
c0 ≥ 1/2 if r ≥ 1, and we put c0 = 0 if r = 0. We infer that

min(|a|, |b|) ≥ exp{−nc18},
where c18 = (r + s + 1)dc0R. Put

Λ1 =
(

α

β

) r∏

j=1

ε
uj−vj

j

s∏

i=1

πti−wi
i

(
x

y

)n

− 1. (27)

In view of (9) and (22) we have Λ1 6= 0. We shall now apply Lemma 4 to de-
rive a lower bound for |Λ1|. We may assume that x/y is not a root of unity.
Otherwise (9) and (11) imply at once that n ≤ ν. Then, as was showed
in Yu and Hung ([26], pp. 352–353), h(x/y) ≤ log Mω holds. Further, we
may assume that n > (2e(r + s + 2))10, and hence that log (2n) ≤ 1.1n.
Then Lemma 4 yields

|Λ1| ≥ exp{−c19 log Mω log n},
where

c19 = 2.2C1(r + s + 2, d)(c11R)cr+s+2
14 c16c17,

with the constants C1, c11, c14, c16 and c17 specified above. For r = 0, we
may write 1 for c11R. Repeating the above argument for every conjugate
of Sn and taking the product of the inequalities so obtained, we get

|NK/Q(Sn)| ≥ exp{−nhdc18}Mn
ω exp{−dhc19 log Mω log n}. (28)

Putting c20 = exp{dc18} and comparing (26) and (28), we infer that

n(0.01 log Mω − h log c20) ≤ dhc19 log Mω log n. (29)

We note that c20 > 1 if r ≥ 1, and c20 = 1 if r = 0. Suppose that

max(NS(x), NS(y)) > c200
20 . (30)

Using (23) and (24), it is not difficult to show that

(max(NS(x), NS(y)))h ≤ max(|NK/Q(xω)|, |NK/Q(yω)|) ≤ Mω. (31)

Hence (29) and (30) give

n ≤ 200dhc19 log n,
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whence
n ≤ 400dhc19 log (200dhc19)

follows. This yields
n ≤ c21c

s
22W (log P ), (32)

where c21 and c22 depend only on d, h and R and can be easily evalu-
ated in explicit form from c19. This implies (10) with ν = 0 under the
assumption (30).

It remains the case

|NK/Q(Sn)| > M0.99n
ω . (33)

Then obviously s > 0 holds. We give an upper bound for |NK/Q(Sn)|.
Fix an index i with 1 ≤ i ≤ s. Since (xω, yω) = 1, we may assume that
ordpi(yω) = 0. We deduce from (25) and (27) that

ordpi(Sn) = h ordpi(b) + h ordpi(Λ1). (34)

Lemma 5 and (22) yield

ordpi(b) ≤ hwi +
d

log NK/Q(pi)
h(β) < hn + c23, (35)

where c23 = dc16/ log NK/Q(pi). On applying Lemma 6, we now give an
upper bound for ordpi(Λ1). Denote by m the number of roots of unity
in K. Then φ(m) | d, and hence m ≤ 20d log log d (cf. [18]), where φ(m)
denotes Euler’s function. We may assume that log (2mn) ≤ 2n and that
ordpi Λ1 > m. Together with (22), (16), (19), Lemma 1 and Lemma 6 give

ordpi Λ1 < ordpi

(((
α

β

) r∏

j=1

εj
uj−vj

s∏

i=1

πi
ti−wi

(
x

y

)n
)m

− 1

)

≤ c24 log Mω log n,

(36)

where
c24 = 4(log 7d)C2(r + s + 2, d, pi)(c11R)c16c17

with the constants C2, c11, c16, c17 specified above. For r = 0, we may write
again 1 in place of c11R. Thus (34), (35), (36) and c24 > c23 imply that

ordpi(Sn) < h2n + 2hc24 log Mω log n,
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whence we deduce that

log |NK/Q(Sn)| =
s∑

i=1

ordpi(Sn) log NK/Q(pi)

≤ n log c25 + c26 log Mω log n,

(37)

where c25 = Qh2
and c26 = 2h(log Q)c24. Then comparing (33) and (37),

we infer that

n(0.99 log Mω − log c25) ≤ c26 log Mω log n. (38)

If now
max(NS(x), NS(y)) > Q1.02h (39)

then, by (31), log Mω > 1.02 log c25. Hence we deduce from (38) that

n ≤ 400c26 log (200c26).

Thus we proved that if (30) and (39) hold then

n ≤ 400max{dhc19 log (200dhc19), c26 log(200c26)}.
We may assume that

log Q > 200(r + s + 1)dRc0,

since otherwise we obtain a better bound for n in terms of S. Then we
have Q1.02h > c200

20 . Using the fact that log Q ≤ s log P , it follows that if
(39) holds then

n ≤ c27c
s
28PW (log∗W ), (40)

where c27, c28 depend only on d, h and R, and it is easy to evaluate them
in explicit form. By (39), we have x or y /∈ S, and (40) gives at once (10)
with ν = 0.

In what follows, we consider the case

max(NS(x), NS(y)) ≤ C3, (41)

where

C3 =

{
Q1.02h if s > 0,

c200
20 if s = 0.
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We recall that c20 = exp{(r + 1)d2c0R} > 1 for s = 0. First assume that
x or y is not contained in S. Let q1, . . . , qt be the distinct prime ideal
divisors of xy which are different from p1, . . . , ps. If Pq and Qq denote the
greatest and the product of the norms of the prime ideals q1, . . . , qt, then
(41) gives

Pq ≤ Qq ≤ NS(xy) ≤ C3
2. (42)

Further it follows from explicit estimates of Rosser and Schoenfeld [18]
concerning primes that

t ≤ 3
log Qq

log2 Qq
,

where logi denotes the i-fold iterated logarithm; cf. e.g. [14]. It suffices to
deal with the case Qq ≥ Q if s > 0 and Qq ≥ c200

20 if s = 0. Hence we infer
that

t ≤
{

6.12h(log Q/log2Q) for s > 0,

1200(log c20/log(200 log c20)) for s = 0.
(43)

Similarly, s ≤ 3 log Q
log2 Q . Denote by S′ the set of prime ideals p1, . . . , ps

q1, . . . , qt. Then (9) can be regarded as an S′-unit equation with
axn, byn, c ∈ O∗

S′ ∩OK. Hence, by Lemma 7, it follows that

axn = σρ1, byn = σρ2, c = σρ3, (44)

where
σ ∈ O∗

S′ ∩OK and ρk ∈ O∗
S′ ∩OK

such that
max

1≤k≤3
h(ρk) ≤ c29hR2(log∗R)H2P ′T ′(log T ′). (45)

Here c29 = (13d)3(2r+s+t+7), P ′ = max{P, Pq}, H = max{h, c12R} and

T ′ =
s∏

i=1

max{hi log pi, c12R}
t∏

j=1

max{h log qj , c12R}, (46)
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where q1, . . . , qt denote the rational primes lying below q1, . . . , qt, respec-
tively. But





s∏
i=1

max{hi log pi, c12R} ≤ ((c12 + 5)hR)s
s∏

i=1
(log∗ pi)

and
t∏

j=1
max{h log qj , c12R} ≤ ((c12 + 5)hR)t

t∏
j=1

(log∗ qj).

(47)

Further, for s > 0 it is easy to deduce from explicit estimates of [18] (see
e.g. [14]) that

s∏

i=1

log∗ pi ≤ Q3(log d+2 log3 Q)/ log2 Q (48)

and
t∏

j=1

log ∗qj ≤ Qq
3(log d+2 log3 Qq)/log2 Qq

≤
{

Q6.12h(log d+2 log2(3h log Q))/ log2 Q if s > 0,

c
1200(log d+2 log2(400 log c20))/ log2 c20
20 if s = 0.

(49)

By virtue of c ∈ S and c = σρ3, we obtain that σ ∈ S. Thus q1 · · · qt | xy

and (44) imply that (q1 · · · qt)n | ρ1ρ2, whence

n log NK/Q(q1 · · · qt) ≤ log |NK/Q(ρ1ρ2)| ≤ d(h(ρ1) + h(ρ2)). (50)

If s > 0, we may suppose that

log Q/(log2 Q)50 > 13d2hRlog25(3h)(c12 + 5)

since otherwise we get a better bound for n. Now (42)–(50) give

n ≤ c30Q
3h, (51)

where c30 depends only on d, h and R, and, using (42)–(50), it can be
easily given in explicit form. Further, c30 can be chosen so that, for s > 0,
this bound in (51) is larger than that in (40). This proves (10) with ν = 0
for the case when x /∈ S or y /∈ S.

Consider now the case when, in (9), s > 0, x, y ∈ S and (11) holds,
but say x, is not contained in O∗

K. Then, by Lemma 7, we obtain again
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(44) where now σ ∈ S, ρk ∈ S and (45) holds with c29 = (13d)3(2r+s+7),
P ′ = P and

T ′ =
s∏

i=1

max{h log pi, c12R}.

(11) and (44) imply that

ordpi σ ≤ ν for i = 1, . . . s,

whence, in view of x ∈ S \O∗
K, it follows that

n log |NK/Q(x)| ≤ log |NK/Q(σρ1)|
= log |NK/Q(σ)|+ log |NK/Q(ρ1)|
≤ ν log Q + dh(ρ1).

(52)

Together with (45), this implies (10) with an appropriate constant c8 which
depends only on d, h and R and which can be given explicitly. This com-
pletes the proof of Theorem 3. ¤

Remark 4. If in particular c ∈ O∗
K (e.g. if s = 0), then in our proof

w,Sn ∈ O∗
K, hence (33) cannot hold. In this case our proof provides a

much better bound for n.

Theorem 2 will be deduced from Theorem 3 by means of Lemma 8.

Proof of Theorem 2. Putting

F (X, Z) = (X − α1Z)a1 · · · (X − αkZ)ak

with distinct α1, . . . , αk contained in OL, the ring of integers of L, we have

DF =
∏

1≤i<j≤k

(αi − αj)
2.

Let x ∈ OK, y ∈ OK \ {0}, z, w ∈ S and n ≥ 3 be a solution of (5) with
y /∈ O∗

K. We can deduce from (5) in a standard way that

(x− αiz) = Bi¡
n′
i , i = 1, . . . , k, (53)

where
n′ =

n

gcd(n, lcm (a1, . . . , ak))
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and Bi, ¡i are non-zero ideals in OL such that Bi is composed only of
prime ideals dividing p1 · · · ps. Let M denote the Hilbert class field of L,
and RM, hM and DM its regulator, class number and discriminant, respec-
tively. Denote by SM the set of those elements of OM, the ring of integers
of M, whose all prime ideal divisors divide p1 · · · ps. Then (53) implies
that

x− αiz = βiγ
n′
i , i = 1, 2, (54)

where βi ∈ SM, γi ∈ OM \ {0}. Put l = [L : K]. Since [M : L] is equal to
hL, the class number of L, the number of prime ideals of OM which divide
p1 · · · ps is at most slhL. But (54) gives

β1γ
n′
1 − β2γ

n′
2 = (α2 − α1)z, (55)

where, in view of DF ∈ S, (α2 − α1)z ∈ SM holds.
First consider the case when y /∈ S. Then for at least one i, say for

i = 1, ¡i has a prime ideal divisor in OM which is relatively prime to
p1, . . . , ps. Thus γ1 /∈ SM. On applying now our Theorem 3 to (55), we
deduce that

n′ ≤ c31Q
hMlhL ,

whence
n ≤ c31lcm(a1, . . . , ak)Qc32 , (56)

where c31, c32 are effectively computable positive numbers depending only
on l, hL, [M : Q] = m, RM and hM. But, by Lemma 3, RM and hM

can be bounded above by an explicit expression of m and DM. Further,
m = dlhL and, as is known, DM = DL

hL . Hence m,RM and hM can be
explicitly estimated from above in terms of d, l, DL and hL. Finally, using
again Lemma 3, hL can also be estimated from above in terms of d, l and
DL. But l ≤ k!, thus (56) yields (7) with the choice µ = 0.

Consider now the case when y ∈ S \ O∗
K. Then, by assumption, F is

reduced. Hence Lemma 8 implies that there are a monic binary form F ′

with coefficients in OK and a ∈ OK, u ∈ O∗
K such that

F (x, z) = F ′(x′, z′) (57)

with
x′ = x + az, z′ = uz (58)
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and
h(F ′) ≤ c33c

s
34P

lW l+1 := C4,

where c33, c34 are effectively computable positive numbers which depend
only on d, k and DL. This implies that if α

′
1, . . . , α

′
k denote the zeros of

the polynomial F ′(X ′, 1) then

h(α′i − α′j) ≤ dC4 + log k for each i and j. (59)

Further, in view of (58) and the assumption (8), we have

ordpi((x
′, z′)) ≤ µ for each i.

We should now consider the equation F ′(x′, z′) = wyn in place of (5).
For simplicity, we write F , x, z and αi instead of F ′, x′, z′ and α′i. Then
we obtain again (54) and (55). Further, γi ∈ SM for each i, and y ∈ S\O∗

K

implies that there is a γi, say γ1, which is not contained in O∗
M, the unit

group of OM. Let P be any prime ideal divisor of p1 · · · ps in OM. Then,
by (59) we have

ordP(α1 − α2) log NM/Q(P) ≤ log |NM/Q(α1 − α2)|
≤ dlhLh(α1 − α2)

≤ dlhL(dC4 + log k).

Further, it follows that

ordP(β1γ
n′
1 , β2γ

n′
2 , (α2 − α1)z) = ordP(x− α1z, x− α2z, (α2 − α1)z)

≤ ordP((α2 − α1)(x, z)) ≤ dlhL(2dC4 + 2 log k + µ).

We can now apply again Theorem 3 to (55), and we deduce as above
that there are effectively computable positive numbers c35, c36 and c37

depending only on d, k and DL, such that

n′ ≤ c35Q
c36 + µc37 log Q

holds, whence (7) follows. ¤

Remark 5. It follows from (21) in [10] and the proof of Corollary 5
in [11] that

|DL| ≤
(|DK|kQdk−1es(dk)2

)dl
, (60)
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where l = [L : K] ≤ k! . Further, as was seen above, s ≤ 3 log Q
log2 Q . Thus (60)

implies (4) in Section 1.
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[11] K. Győry, Bounds for the solution of decomposable form equations, Publ. Math.
Debrecen 52 (1998), 1–31.
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KÁLMÁN GYŐRY
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INSTITUTE OF MATHEMATICS

NUMBER THEORY RESEARCH GROUP OF THE HUNGARIAN ACADEMY OF SCIENCES

UNIVERSITY OF DEBRECEN

4010 DEBRECEN, P.O. BOX 12

HUNGARY

E-mail: apinter@math.klte.hu

(Received August 18, 2004)


